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Preface to the Revised Edition

Mankind’s haphazard interventions in nature in the in-
dustrial-technological era have progressively undermined
the stability of the natural systems on which our life and
well-being depend. We can nio longer take the abundance
of natural resources, the siability of climate, or the purity
of air and water for granted. Given the increase in our
numbers and in the power of modem: technology, the
nature that once appeared so awesome is now known to
be fragile and limited.

The crowding of our planet in the context of accel-
erating industrialization has caused a set of distinctive and
uncertain hazards that are interlinked: population growth,
limited resources, unstable ecosystems, political unrest,
economic strains. Qur failure to adjust our scale of human
activity within these constraints has led to unnecessary
suffering, ultimately deteriorates the life experience of in-
dividuals and groups, and worse, endangers life prospects
for future generations.

Qur initial efforts in writing the first edition of Other
Homes and Garbage were stimulated by the enthusiasm
and good spirit of many people who wished to alter their
lifestyles but did not have access to much of the infor-
mation that would allow them to choose intelligently from
arnong the available options. Our first effort has met with
wide acceptance, bui the alternative lifestyle movement
has not expanded as rapidly as our naive optimism led us
to believe it would. Still, we avoid assuming what Kurt
Vonnegut has described as the appropriate stance toward
the future—“terminal pessimism.”

We have also avoided the technophilic optimism of
those who continue to regard technology as the ground
from which ultimate solutions to our global problems will
spring. That approach by itself is dangerously irresponsi-
ble. A more compelling optimism, which we have adopt-
ed, is associated with the repudiation of the high tech-
nology path. This optimism is expressed in many different
forms, 2ll essentially converging toward the need to revive
the spiritual-philosophic center of human experience with
emphasis on what E. F. Schumacher has called “voluntary
simplicity” We believe that the alternative lifestyle move-
ment remains underappreciated as a new force for
change. Moreover, with our effort represented by this

book, we again reaffirm our concurrence in Hermann
Hesse's statement in Steppenwolf:

Every age, every culture, every custom and t udition
has its own character, its own weakness ar-. 775 OWN
strength, its beauties and ugliness; accepts -+ tn
sufferings as matter of course, puts up patiz.:.y with
certain evils. Human life is reduced to real :ufering, to
hell, only when two ages, two cultures an< religions
overlap. . . . Now there are times when ¢ ..acle
generation is caught in this way between iwo ages, two
modes of life, with the consequence that it loses all
power to understand itself and has no standard, no
security, no simple acquiescence.

It is now apparent for all to observe that there is
growing resistance to all aspects of the long-term mod-
emnization of industrialized society The modernization
trend has led to ever-increasing use and waste of precious
resources and diminishing personal conirol over many
aspects of our lives. A counterfcree is visible in the envi-
ronmental movement. The past trend has been toward
high technology that is big, centralized, exploitive, intim-
idating, and that displaces people; the countertrend is in-
termediate or appropriate technology—a technology that
is small-scale, decentralized, conserves resources, is en-
vironmentally benign. enhances individuals’ lives, uses
renewable resources, and places a larger share of our lives
under our control.

Against this background, our overriding concem has
been to bring iogether a large body of technical infor-
mation and data in a format readable by the interested
nontechnical layman—you.

We remain working optimists for the future of us all.

April, 1980

Mexico City, Mexico JOL
Palo Alto, California GM
New York, New York LYy

So then always that knowledge is worthiest . . .
which considereth the simple forms or differences of
things, which are few in number, and the degrees and
coordinations whereof make all this variety

Francis Bacon
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WHERE WE ARE GOING

What This Bock s About

he bnol adveature on which you are aboui to
embark owes 1., exisience to a rather unusual set
75 circumstances. It may be of some interest {and
perhars orovide some encouragement) for us to spend
a f=.w moments here describing the birth process. Buring
the fall quarter, 1973, a group of us from the School of
Engineering at Stanford began talking about organizing
a small experimental workshop on self-sufficient living
systems. We offered the course in the winter quarter
through Stanford’s Workshop on Political and Social Is-
sues but, instead of the twenty or twenty-five students
that we expected, over one hundred interested students
and community peaple showed up on the first night. Con-
sequently, we had to redesign our small workshop frame-
‘work into sub-courses centered around the themes of the
various chapters found in this book, with the general dis-
semination of information to cccur through the format of
a final consolidated report. It was on the basis of the initial
rough sub-course reports that this book had its beginning.
The original material has teen reworked considerably,
and a substantial amocunt of ew material has been added
by the coauthors. We want o acknowledge the student
energy and enthusiasm which carried the original idea to
fruition.

This book represents an attempt by engineers and
other technically trained people to communicate practi-
cal, useful fechnical information in an interesting format
" and in terms that are comprehensible to nonspecialized
people-—you! We want to help you gain the ability to
design—for and by yourself—technologies which will al-
low you to esteblish a lifestyle which is energetically and

materially more conservative than those most of us now
lead. We hope to help pecrie realize that such simplified
lifestvles are possible without sacrificing the things that
give quality to our lives.

If I am cuntent with litile, then enough is as good
as a feast.—Dean Swiit

It is inherent in human nature to want to be self-
sufficient and self-reliant. Modern society has removed
many of the cpportunities for self reliance by burying in
technological jargon and terminology much of the infor-
maticn needed by nontechnical people for development
of intelligent choices. We are here trying to remove many
of the artificial barriers which can deter you from design-
ing your own methane digester, solar heater, or whatever.
What we cannot remove is your expense of time and
energy to acquire the necessary information for alterna-
tive choices. It may be of scine help if we develop some
of our guiding philoscphy to set the general context of
our overall effort,

The distance is nothing; it is only the first step that
is difficuit. —Marquise du Deffaud

In modern times we have treated the earth as if its
reserves of usable matter and energy were in never
ending supply, and as if time would quickly heal all
wounds caused by our exploitation, As long as the human
population was small and our activities constrained by
limited access fo energy, the damage we inflicted upon
the environment was limited and usually correctable




through the earth’s natural cycles. Now, however, the de-
mands made on the environment are often beyond na-
ture’s regenerative capacities. Humankind's narrow un-
derstanding of conservation and our shortsighted
technological approach to satisfying only our immediately
perceived needs have begun to seriously deplete stored
reserves. Fassil fuels are being used at increasing rates,
and the steady dwindling of accessible supplies is becom-
ing apparent. Vast quantities of water are being used in-
judiciously and contaminated before their retum to farge
water systerns; poltution has nearly destroyed such rivers
as the Hudson and such lakes as Erie. Even more far-
reaching effects are being realized as the damage makes
its way through food chains and into groundwaters. The
Aswan Dam, buil: as a necessary instrument for Egypt’s
economic growth, prevents the Nile from depositing its
rich silt on the surrounding agriculiural valley during sea-
sonal floods. As a result the Aswan reservoir is filling with
sediment, human parasites are increasing in the stored
water, crops downstreamn are suffering, and the Mediter-
ranean Sea is lacking a major nutrient source. What is the
real gain in situations like these?

To be self-sufficing is the greatest of all wealth.—
Porphyry

The earth’s ecosystems are balanced and its re-
sources are finite. With our present consumptive atti-
tudes, fossil fuels will run out. Water systems will fail from
poliution. Fertile soil will deteriorate and be eroded into
sterile desert. These effects will alter catastrophically
every dependent organic system, including our own.

It is true that more fossil fuels can form over the next
few millions of years, and many damaged forests and
lakes can heal in less than a thousand. But on a time-
scale of human dirmensions we must look toward shorter
regeneration cycles to supply a larger part of our energy
needs. All regenerative cycles, including those for water
and fossll fuels, are dependent upon steady radiation
from the sun. Each system thrives only when this eneray
is used efficiently. Specialization and bio-simplification—
monoculturing, for example-—decrease efficiency since a
single species cannot utilize all available energy as effec-
tively as a diversified community So, while “excellent
rangeland” in the United States may vield 5000 kilograms
of cattle per square kilometer per year, an Airican savan-
nah community may yield closer to 35,000 kilograms of
large edible animals in the same area, and the American
bison herds of two hundred years ago had an even larger
yield. Yet the savanniah and prairie communities, includ-
ing the thriving indigenous flora, were self-sustaining and
did not require extensive artificial energy investments to
continue to be productive.

If there is sufficient energy for a large natural com-
munity to maintain a stable existence, then we also can

2

have enough energy if only we enter inte a rational, eco-
logical relationship with the earth, We must recognize the
complexity of the natural world and acknowledge the lim-
its of our understanding. The natural environment in its
diversity can be viewed as a unique library of genetic
information. From this library can be drawn new food
crops, new drugs and vaccines, and new biological pest
controls. The loss of a species is the loss forever of an
opportunity to improve human welfare. The “public-
service” possibilities of the global environment cannot be
replaced by technology either now or in th - foreseeable
future, in some cases because the proces” sy which the
service is provided is not understood scientifically, in other
cases because no technological equivalent for the natural
process has yet been devised. In almost all cases there
would be no need to create technological substitutes if
only we would learn to live in harmony with our natural
environment.

Nature . _ . invites us to lay our eye level with her
smallest jeaf, and take an insect view of its plain.—
Thoreau

Choosing among a multiplicity of frivial options has
been a constant burden to mankind. We can all generate
a long list of choices which have caused us to waste much
time and emotional energy. Modern technologies and
distribution practices have increased the range of different
deodorants, but have had little impact on the choices in-
volving the real and unchangeabie values of lifte—the at-
titudes, needs, and desires that determine happiness or
suffering, hope or despair We must all still struggle with
the same appetites, passions, and hopes that motivatea
Homer’s or Shakespeare’s heroes. The genetic code ac-
quired by the human species more than 50,000 years ago
is so stable that it still determines the conditions necessary
for human health, comfort, and happiness, regardless of
ephemeral changes in technological and political systems.
Even though modern technology provides us with syn-
thetic fabrics and electrical heaters, we still try to achieve
the same body temperature as the Eskimos with their fur
parkas and igloos, and as Sione Age people sought to
achieve with animal skins in their caves. Regardless of
whether we live in isolated free-standing houses or on top
of shkyscrapers, we still seek to relate in a personal way to
the number of people once present in primitive hunting
tribes or neolithic villages. All the social and technological
futures we invent tum out to be mere reformulations, in
a contemporary context, of the ancient ways of life; when
Old Stone Age people, in the semitropical savannah, had
achieved fitness to their biological and social environ-
ment-the natural harmony with nature we have lost.

Beginning with the great migrations of the Stcne Age
from their semitropical Arcadia, human beings have suf-
fered from various levels of Future Shock. In the half




century between 1850 and 1900, we have seen the intro-
duction of railroads, steamships, and electricity; of the
telephone, telegraph, and photograrhy; of antisepsis,
vaccinations, anesthesia, radiography, and most of the
innovations which have revolutionized the practices of
public health and medicine. All of these advances have
penetrated deeply and rapidly into the Western world.
More recently we have seen the assimilation of aviation,
television, the tansistor radio, antibiotics, hormones,
tranquilizers, contraceptive pills, and pesticides. It is not
the development of these technologies which we regret
but rather their misuse. We have allowed synthetic bar-
riers to come between us and nature. Five thousand years
ago, the Sumerians recorded on clay tablets their anguish
about the generation gap, the breakdown of the social
order, the corruption of public and domestic servants.
They asred themselves a question that has been asked
by every age: Where are we going” There seems to be
& strong resistance to accepting the very simple answer
impiied in T.S. Eliot’s words:

The end of all our exploring
Will be to arrive where we started
And know the place for the first time.

To those of us involved in the effort represented by
this book, Eliot's words mean that we shall continue to
question our values, extend our knowledge, develop new
technological forms, rediscover old technological an-
swers, and experiment with new ways of life. Change
there will be and change there must be, because this is
an essential condition of life. But we are now discovering
that spectacular innovations are not the best approach to
the improvement of iife and indeed commonly create
more problems than they solve. We believe that the em-
phasis in the future will be iess on the development of
esoteric technologies thar on the development of a con-
servatively decent world, designed to satisfy those needs
of human aature that were woven into our genetic fabric
during our evolutionary past. To state the obvious, in
terms of humankind, evolution is not the solution to en-
vironmental disruption.

It is not pessimism to believe that there is no lasting
security—it is simple realism. Fortunately, man has dis-
played a remarkable ability to change the course of social
trends and start new ventures, often taking advantage of
apparently hopeless situations to develop entirely new
formats for living. Trends are not necessarily destiny.
Whatever the circumstances, we must use our minds to
select among the conditions and materials available in a
given environment and organize them into new, human-
ized forms. With this in mind, we have brought together
here some of the tools and information which will help
individuals such as yourselves to begin the process of
change.

the brilliant young intellects of our age
make their homes
in geometrically decorated apartments
and conduct their lives algebraically
in aristotefian fashion
they pursue their precise pleasures
eating only
in medically approved restaurants
and in an objective scientific rmanner
do everything to their lives
except live them

Roy Hamilton

Preparing for the Trip

The journey of a thousand miles begins with one
step.—1.ao-Tsze

If you are a single man or woman with a demanding job
in the city, you probably require living quarters quite dif-
ferent than those of a farmer in Colorado or a fisherman
living in Maine. If you have a family of six children, each
one demanding accommodation for his or her dog, cat,
rabbit, or gerbi}, you will want a place with amenities
different from those you would find just right if you were
a bachelor whose hobby is playing the piano. The ideal
size, location, and design of a home are different in almost
every case. Yet whoever you are and whatever your cir-
cumstances, you can be sure that if you have the under-
standing a2nd willingness to take the time, you can design
to fit your requirements.

Design is the making of plans which we know—or
think we know-—how to carry out. In this it differs from
prophecy, speculation, and fantasy, though all of these
may enter into desig:.. Most often, we think of design as
being concerned with physical objects, with a chair, a
house, a city, or an energy system. But the broader the
scope of our plans, the less feasible it is to separate the
tangible object from the less tangible system of values or
way of life which it is intended to support or complement.
Politics and education enter into such broader plans not
only as means, as part of the essential “how” but also as
ends, as factors which modify the character of thece plans.
We do not, after all, make plans for the fun of it {at least
most of us!). Fantasy is fun; design is hard work. We do
it because we want to increase or encourage the things
we like and remove or reduce the features of things—of
our environment, of our lives—which we dislike. In this
sense everyone is a designer, though only a few are pro-
fessionals. We all seek not only to understand the world
around us bui to change i, to bring it nearer to an ideal
and, in this way, create our own living environment.
Design is thus always fundamentally both ethical and
aesthetic.




Don'’t part with your illusions. When they are gone,
vou may still exist, but you have ceased to live.—Mark
Twain

It may not be so obvious that the design process is
also bound up with knowledge, and thus with science and
engineering. Design is not fantasy alone; we must know
how to achieve what we imagine and desire. Engineering
and scientific information and tools are the means by
which we change the situation we have to the one we
would like to have. The history of science, technology,
and design, at least in the sense we are discussing it, is a
story of exiracrdinary success; to a great extent it is, in
fact, the story of the human race. Yet this is not necessarily
a fashionable view i is more usual these days to say that
science, techinology, and design have failed. In part, this
view sterns from a weakness of the historical imagination;
the full horror of the general condition of life, even but
a hundred years ago, is simply not grasped by most of us
who rail against the present. However, the criticism is also
true—because design always fails to some degree.

From a philosophical point of view, itis not a paradox
to say that design can succeed grandly and yet must fail.
That is, the success of design does not relieve anxiety,
because the satisfaction of a primary need nearly always
allows secondary drives to come into play. So, relieved
of the constant threat of starvation and other perils, we
woriry about economice crises or, more humanely, about
the starvation and suffering of people remote from us.
The relief of anxiety is accomplished not by the practical
life, of which design is an important part, but by the con-
templative life, which is often but quite mistakenly seen
as opposed to design, whereas in fact it is design’s nec-
essary complement.

Thus happiness depends, as Nature shows,
Less on exterior things than most suppose.

Cowper

On a more immediate level, it is important to recog-
nize that, even on its own terms, design is likely to fail.
Designers are human, as are we all, and there are very
severe limitations on our caparity to imagine many factors
simultaneously. The “side effects” of a design—those un-
intentional results which follow upon the intended; the
difficulty of imagining the needs and feelings of many
different people; the effects of technical, social, and po-
litical change—these are common and indeed notorious
causes of failure. Computers cannot solve these prob-
lems. Computers are marveious tcols, but, like other
tools, they can magnify mistakes and errors of judgment
just as much as they can assist well-conceived plans. And
each of these potential pitfalls of design is enlarged and
deepened as the scale on which we attempt to design is
increased. An individual designing a solar unit for his or

4

her specific needs is more likely to succeed than the de-
signer of an individual building; town planning runs more
risks than planning an individual building. We want to
encourage you to become your own designer. The basic
purpese of this book is to place design tools and infor-
mation in the hands of the nonspecialist. Only the indi-
vidual can set the context and limits of his specific design
project. Individual design is not only possible but usually
successful, if only we choose our problems according to
our capacities, absiain from putting all our eggs in one
basket, and generally adopt the principle that engineering
can be suited to small-scale individual needs, always
keeping in mind the overall objective of compatibility with
nature. Qur designs and, ultimately, our living and work-
ing environments will approach a more harmonious level
if we design within the framework of the principle of in-
terdependency, remembering that everything we do af-
fects something or someone else.

The information and design examples presented in
this book should help you add a new dimension to your
daily existence; to do intensive gardening in your urban
backyard, to design and construct a solar preheater for
your suburban hot-water system, or to design a totally
independent electrical system for your country home.
Whatever your living context and lifestyle, you will find
ideas and information to allow you fo gain a little more
control over your own existence.

Qut of the light that blinds my eyes
White as a laboratory coat,

1 thank the test-tube gods so wise,
For r.ow my psychic soul can’t gloat.

In the fell clutch of modern hands
I have been twisted by the crowd.
Under environment’s strong commands
My head is perfumed but not proud.

Beyond this place of gas and gears
Looms a horizon vet unknown,

And yet if war comes in my years
Pll find Pl not go there alone.

It matters not how others wait,

How charged with fees I get my bill,
[ am your patient, Doctor Fate:

Let me tell you my troubles still.

Luis Miguel Valdez, “Victus: A Parody™




The Road Map

Feom the many types of low-impact technologies de-
scribed in the following chapters, you must select the ones
appropriate for yecur situation, for existing and/or pro-
posed buildings or structures into which the alternative
technology must be integrated in a compatible manner.

In Chapter 2 (Alternative Architecture}, we have pro-
vided a technical and visual foundation for the incorpo-
ration of alternative technology within a single structure.
However, we also feel thet we should explore the socio-
logical implications behind an altemative lifestyle move-
ment. The origin of this movement, we believe, is the

instinct to survive—survive the environmental and psy-
chological degradations creater] by a technology of con-
sumer convenience and infinite industrial growth. In the
beginning, those making use of altemative technologies
will be a small minority, the vanguard of a group which
may lead us away from world destruction. In creating the
forms to put alternative technology to use, we must allow
for the variety of these people who are willing to change.
We feel the idea of “optimum” solutions is too inflexible
in the sense that a transitional movement is essentially
experimental; and so we attempt where possible to pro-
vide criteria which wiil guide the user to his or her own
best solution.
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Low-impact technology must include ways and
means by which natural, renewable energy sources may
be used on a small scale to provide electricity for a single
home or a small cluster of homes. In Chapter 3 we first
discuss the fundamental concepts of electricity which are
essential to the design of a home electrical system, includ-
ing methods for estimating vour own electrical energy
demand. While there are presently only two economically
realistic technologies using renewable sources of energy
which can be vsed to meet that electricai demand—wind
power and water power—it is quite likely that photovol-
taics which convert sunlight directly into electricity will
soon be useable. All three technologies are discussed in
this chapter.

In the section on wind, techniques for measuring
wind speeds and estimating the energy available are
given. [he functions of each piece of electrical equipment
necessary in a complete wind-electric system are de-
scribed. as well as techniques for calculating the necessary
component specifications. Similar design calculations are
then given for photovoltaics and water power systems.
The intent is to lead you through sufficient amounts of
material to allow you to design a generating system that
is suited to the conditions of your own locale.

Providing for the thermal needs ot a household is an
especially important aspect of any dwelling design. Chap-
ter 4 covers use of the sun for space heating. The chapter
begins with the description of the solar resource which is
simply the amount of sunlight that can be expected at any
given location at any time of the year.

The ins and outs of capturing that sunlight with flat
plate solar collectors is then described in considerable de-
tail. You will be shown how to select the most suitable

collector design for any given application in any given
location and then how to predict the performance of that
collector. Collector efficiency curves are important but
potentially confusing so considerable attention is direcied
to their proper interpretation. This section concludes with
collector installation details—how to attach collectors that
will not be blown off in a high wind or cause roof leaks
in a storm.

The most important use of flat plate collectors is for
domestic water heating, so they are covered next. Com-
parisons are made between a number of sysiem design
options to help you select the proper one to meet your
needs. Emphasis is given to collector freeze protection—
the most crucial aspect of any hydronic system design.
Flat plate collectors are also used for swimming pool and
hot tub heating and these applications are explored.

When most people titink of solar, they think of space
heating and this important topic is covered at length. The
mechanisms of heat loss are first described qualitatively
but the real heart of the section is the review of iachniques
for quantitatively predicting the thermal requirements of
a house. Many examples are provided, not only to illus-
trate the procedures but also to demonstrate the tremen-
dous reductions in energy demands that can be realized
in a thoroughly weatherized house.

Once space heating requirements have been reduced
to their minimum we then show how to design solar sys-
tems to supply a good fraction if not all of the remaining
demand. Simple but effective passive measures such as
use of south-facing windows to let sunlight into the house,
overhangs for shade control, and thermal mass for energy
retention are discussed along with more exotic passive
architectural ideas such as Trombe walls, attached green-




houses and underground housing. You will be shown how
to design active solar space heating systems that use col-
lectors, controls, pipes, ducts, pumps, blowers, thermal
storage and so on. Finally we’ll review the economics of
solar energy systems. It's a long chapter but the explosion
of new information in this field necessitates the extent of
the coverage given. We hope this material will take you
well beyond the basics and into the finer details of actual
practical design.

Chapter 5 deals with methods and aspects of recy-
cling organic waste. Since the average individual in the
United States produces five pounds of solid municiple
waste per day (agricuitural wastes are still greater), there
is considerable energy available here from conversion, in
addition to the possible return of nutrients to the food
cycle. Four conversion systems are described and ana-
lyzed: the methane digester, which produces bio-gas and
high-nutrient sludge through anaerobic bacterial action;
systemns for recyclir.g greywater; the Clivus Multrum and
outhouse arrangemenis; &anaerobic decomposition in
septic tanks, and bacterial-algal symbiosis in oxidation
ponds.

With the growing consumption of frech water in the
United States approaching 50 percent of the supply flow-
ing in rivers daily, cleansing ard recycling of water is nec-
essary if severe depletion and pollution are to be avoided.
In Chapter 6 several areas of the problem are studied for
small-demand users: the sources (open-body, ground, re-
‘eycled, and artificially coliected) and transportation of
~water; impurity types and levels, disease sources, and
“available treatment options; and finally storage, in terms
“of water quality, intended usage, and the recharge rate of
-a given system. In each area the systemns are considered
for three- and fifteen-person units living an altemative
lifestyle, but the methods and analyses are applicable to
specific situations through extrapolation. Immediate ex-
penditures in time and energy may be higher than for
conventional systemns, but the long-range cost should
prove to be far less.

A self-sufficient living unit must be able to feed itself.
In the chapter on agriculture and aquaculiure (Chap-
ter 7}, we explain how this goal may be achieved, in some
instances using waste material. Agricultural crops and
techniques are covered in some detail, though not ex-
haustively. There are hundreds of other crops and tech-
niques for their culture, but we have chosen to describe
a few which we feel can be applied successfully to creating
a self-sufficient home. We also consider whether aqua-
culture can be used to supply significant amounts of food.
Agquaculture is aquatic agriculture, in which the crops are
fish, shellfish, or algae. Aquaculture has existed for cen-
turies and, although it is not practiced extensively in the
United States, it should not be ignored because its food-
producing potential is generally greater for a given area
than that of agriculture. As in the other chapters, our study

has aimed toward supplying the needs of a single family
or small cluster ol families on limited acreage. Atternpts
have been made to allow for various climatic and soil
conditions, and much of the information can be applied
to both urban and suburban settings, as well as rural.

We wish you well on your journey through these
pages and trust that you will enjoy learning and creating
as much as we did in the preparation of the material.
Remember: worthwhile thing: seldom come easy. We
only hope that we have made the job somewhat easier
and more enjoyable.

He who would arrive at the appointed end must
follow a single road and not wander through many
ways.—Seneca
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ALTERNATIVE ARCHITECTURE

QOur Need For Change

merican building technologies and practices
have developed under a natural blessing: abun-
- dant land on which to scatter our homes;
abundant materials with which to build and rebuild almost
at will; abundant energy to process, transport, fabricate,
and demolish these materials; and yei more energy io
heat, cool, light, and power our buildings at heretofore
unattainable levels of comfort and dependability. This
abundance has shaped the whole of our culture. Fur-
thermore, the notion that this abundance is unlimited has
given legitimacy to the unrestrained depletion of our nat-
ural resources: we move to the suburbs rather than main-
tain or improve existing urban environments; we build
houses {o last twenty years instead of two hundred; to
condition our structures, we adiust a thermostat rather
than open a windew or pull a drape. And so disappear
the iand, the materials, and the energy.

It is now possible to detect a growing disillusionment
in the United States with the shorisighted, self-interested
technology of the past. We have only begun to feel the
effects of the depletion of once-abundant resources, and
to see and smell the aftermath of their misuse, but it has
been encugh to raise to consciousness the desirability of
changing our technologies and attendant lifestyles: from
the energy-intensive practices which created modern
society, to the energy-conservative technology which will
be needed, not only to repair the damage (where possi-
ble}, but merely to maintain our viability.

The goal of alternative architecture is an end to re-
source depletion. But its successful adoption involves far
more than facts and figures. A new relationship to our
world is called for, characterized by both respect and rev-

erence for the place we inhabit. We cannot “rule the
world” without paying a heavy price; far better to enter
into a syrmbiotic relationship and preserve both the world
and ourselves. An alternative lifestyle may well be the first
step in an evolutionary process which might eventually
bring about a more reasonable approach to the environ-
ment by sodiety in general. Indeed, we now face an al-
temmative technology which grows in a new context, stem-
ming less from a concern with comfort and efficiency than
from a need to reduce thz undesirable impacts of our old
technology. For the first time, our new tools did not de-
velop in response to a lifestyle; rather, a rew lifestyle
evolved and is evolving as a response to old tools.
Architectural design is traditionally a response to a
modeled use. Essential to the design of any living unit
is a program, an orieritation to the fask, which supplies
both’objectives and constraints. For example, the five-day
work week constrains all systems which require mainte-
nance; no homeowner existing in that current lifestyle
model will easily adapt to the increased investment of
time cailed for by most aquaculture schemes. Certain

‘constraints seem ‘o be almost universal {dependence on

a car, the work week, the ne-d for sleep), while others
are less easily generalized {the size and composition of
the “family,” the extent of personal flexibility, and so on).
Given the difficulties regarding goals and constraints, it is
not surprising to find differences of opinion among de-
signers. Some, like Ken Kern, Art Boericke, and Barry
Shapiro, are convinced that alternatives can only {or best)
grow in the context of the forest and its lifestyles. Others,
including Soleri and Kenzo Tange, interpret “alternative”
as a lifestyle based on self-sufficiency in an urban context.
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What seems clear is that, in an era of rapidly altering roles
and models, alternative architecture must place a premi-
um on design flexibility.

New technologies will demand some significant de-
partures from accepted cultural norms. Some may re-
quire a degree of social reorganization. For example, to
conserve the most energy, the heat source should be lo-
cated in the center of a room. Americans, however, have
traditionally relied upon perimeter heating, which keeps
walls and corners warm. Consider the extent to which our
room arrangements utilize the walls and comers. Unlike
the Japanese, who focus their attention on the center of
a roorn, Americans tend to line the walls of rooms with
fumniture and reserve the central areas as a circulation
buffer. A single heat source placed at the cer..er of a room
or house will require that this longstanding, almost sub-
conscious cultural norm be modified. Or if, for instance,
the economics of heat loss demand a reduction of natural
light in the house (fewer windows), we may see the re-
birth, in appropriate climates, of the outdoor porch, with
all its possibilities for more communication between
neighbors.

To some degree our current atmosphere of experi-
mentation calls for structural flexibility as well. Errors and
failures sometimes demand a change in room organiza-
tion or the capacity to install new or modify old mechan-
ical systems. For this reason, designers should aim to
develop a flexible arrangement which would allow some
physical modification of the building, perhaps clustering
the mechanical systems in a “core” area with easy access.

Generally we can view the philosophy of an alter-
native lifestyle as a philosophy of fransition. When faced
with a new technology, we must be capable of creatively
adapting both the forms of our buildings and the forms
of our lives. The kinds of architecture, the physical forms
that will be generated in creating a resource-conservative
relationship between the building and its environment,
are still ifl defined and experimental. But in other cultures
and at previous times in our culture, architectures have
existed and still exist which make both conservative use
of consumable resources and maxirmum use of renewable
Tesources.

As inspiration for an alternative architecture, we can
look to what Bernard Rudofsky has termed “architecture
without architects,” the primitive architectures of the
world that have, more often than not, developed in re-
sponse to shortages of material and energy resources. In
the absence of mechanical technologies, indigenous soci-
eties have depended on the ability of their butlding tech-
niques to make the most effective use of landscape,
climate, and architectural form, and the most permanent
and economic use of materials in providing a habitable
environment. We marvel at the ability of these builders
who take a few materials—earth, stone, wood, grasses—

to shape and assemble by hand, and yet who produce an °
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architecture that adapts incredibly well to daily and
seasonal climatic variations and that maintains a delicate
balance of consumption and regeneration with its envi-
ronment.

We cannot tum our backs on the fact that we live in
a highly industrialized society. Where sophisticated tech-
nologies serve our goal and can be used effectively to
reduce the depletion of resources, they should become
a paivt of our alternative architecture. But we advocate an
architecture that relates to its environment in the same
way that primitive architecture does: symbiotically. To re-
duce energy and material waste, we must design simpler,
smaller structures that use less highly processed building
materials, that reuse discarded materials, and that make
more permanent use of both. We must use fewer ma-
chines in the construction of our dwellings. We must learn
to use fewer mechanical appliances to service our houses.
And we must, above all, be willing to adiust our habits,
physiclogy, and psychology, opening ourselves to the
wonders and limits of the earth where we abide our litfle
while.

Although our focus here is on the design of a new
structure, much of the discussion and many of the ideas
are directly applicable to the modification and improve-
ment of existing structures, in both rural and urban set-
tings. The scope of this chapter is limited to general
relationships, concepts, and ideas; only occasionally do
we touch on specific designs or solutions. The material is
rather more integrative than differential—specific details
on various technologies can be found in Chapters 3
through 7. Here we try to provide a general framework
for the more detailed information to come.

Site Determinants In House Design

Elemeris of the natural environment were of vital concern
in the design of early dwellings, placing major restrictions
on the form of these structures. But upon the advent of
cheap energy sources and high-density housing devel-
opments, the only environmental inputs attended to were
maximum and minimum temperatures, for determination
of the amount of insulation and the size of any necessary
heating or cooling plants. It was difficult to design in har-
mony with nature simply because there was very little that
was natural in the typical neighborhood.

That situation is changing. No longer is the abun-
dance of concenirated energy resources so apparent, and
there is a generally increasing awareness of ways in which
the human sphere of activity interacts with the natural
realm, as well as a growing desire for more direct inter-
action, In the field of domestic architecture, we are en-
couraged to take advantage of the topographical and cli-
matic features of a given site to the fullest possible extent,




minimizing the energy requirements of our houses and
maximizing hurnan comfort and pleasure within the home
environment.

The site on which a house is located commits the
house and its occupants t¢ a physical and climatic envi-
ronment. In the design of the alternative house, we are
seeking two objectives in the relationship between the
physical and climatic site characteristics and the house
itself. The first, and by far the more important, is to use
these characteristics to provide natural conditioning—
non-resource depleting—cooling, heating, lighting, and
powering. Also, if possible, we can try to use the site as
a source of materials with which to build and maintain
our structure.

Subsurface Characteristics

The composition of soils may influence the design of the
house in several respects. Soil composition affects the
desiagn of building foundations. In general, this is an en-
gineering question related to foundation size and rein-
forcing. But in some cases, adverse soil compositions, or
water tables riear the ground surface (as in marshy areas),
may prohibit building or limit buildable area (Figure 2.1}.
Boih conditions also determine the ease and practicality
of subsurface excavation, either for the construction of
buried or semi-buried structures, or for the benching of
a sloped site to provide a flat building area. This is par-
ticularly important if hand excavation is anticipated. Ex-
cavation may also be limited or eliminated entirely be-
cause of the presence of subsurface rock, to the dismay
of an ambitious planner. A high water table considerably
complicates construction work and poses problems in
waterproofing buried walls and in providing proper sub-
surface drainage around the building. And, if your soil
happens to lend itself to adobe construction, this is a use-
ful fact to note. For soil and water-table testing techniques,
see Site Planning by Revin Lynch.

(\ waterprooting

needed

Figure 2.1 Construction below the water table.

As we will see in later chapters, soil composition and
groundwater conditions may indirectly affect the location
of a house on a site when the positioning of wells or on-
site sewage systems is considered.

Topography

Landforms determine the natural water runoff patterns
and, wherever possible, these drainage patterns should
be avoided in siting the house, to reduce the need to
divert water runoff around the building and to lower the
risk of a flooded house in a particularly wet season. Ex-
tremely flat areas or slightly depressed areas, where pond-
ing is likely to occur, should also be avoided. ldeally,
building sites should have slopes from 2 to 4 percent; that
is, enough slope to provide good drainage but not so
steep that the building process is complicated.

The angle of the slope determines where building is
or isn't practical. Building on steep slopes, above 10 per-
cent, is considerably more difficult, consuming far more
material, time, and money than building on flatter slopes.
The inclination and orientation of the slope also affect
both the amount of sunlight received and the resulting air
temnperature on the site. As you might suppose, southern
slopes are generally warmer in winter.

Topography affects wind patterns by constricting the
wind (Figure 2.2}, increasing its velocities in certain areas,
while sheltering others protectively. Slopes to the leeward
side of winter winds are preferable for building sites (Fig-
ure 2.3). Hill crests, where wind velocities are increased,
should be avoided in all but = - humid climates. The
bottoms of valleys and ravir well as topographic
depressions, are likely to channe. .nd trap cold air masses
during the night and winter, and so should be avoided as
building sites.

Figure 2.3 Building on slopes.
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Surface Water

Because of their ability to absorb heat during warm pe-
riods and release it during cold periods, large water bodies
such as lakes or the ocean exert a moderating influence
on air temperatures, throughout the day as well as the
year. Even small streams and ponds, in the process of
evaporation, cool air temperat.res in summer. In addi-
tion, there are usually breezes sweeping across the surface
of a lake or down a river valley. Where pessible, site water
courses and water bodies, such as aquaculture ponds,
should be used in conjunction with prevailing summer
winds as conditioning elements for the house {Figure 2.4).
A further effect from unshaded bodies of water is added
heat from reflected light; thoughtful siting and use of
sirategic shading devices can offset this gain when it is
undesirable. It is always best to build on high ground
when close to large water sources, for both drainage pur-
poses and protection against flooding.
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Figure 2.4 Cooling by a water-body.

Vegetation

Natural vegetation has numerous influences on the mi-
croclimate near the house (Figure 2.5). Healthy trees and
shrubs provide shade, reduce glare, and in dense con-
figurations are effective windbreaks. They also have a
cooling effect in the summer, using heat for evapotrans-
pirational processes in their foliage. They reduce the al-
bedo (reflectivity) of the land surface, thereby reducing
the possible heat gain of a house from outdoor reflection.
Dense growths effectively absorb scund, enhance priva-
cy, and are remarkably efficient air filters for dust and
other particles. Vegetation generally looks nice and often
smells better 1t can support an animal population, which
may or may not be desirable. However, in order to permit
access to summer breezes, aid drainage, and reduce
problems from pests, it is advisable to discourage forests
or extensive vegetation too near the house.

One of the major contributions of trees on a site is
the shade that they provide. Deciduous trees are ideal in
this regard because shading is needed in summer, but is
generally undesirable in winter when solar radiation is a
benefit; and the leaf-bearing period of deciduous trees
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Figure 2.5a Vegetation as fenestration.
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Figure 2.5b Vegetation as fenestration.
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Figure 2.5¢ Air purified by vegeiation.

Figure 2.5d Vegetation as a sound barrier.




native to any particular latitude spans exactly the period
when shading is required for that latitude. These trees
have the added advantage that, in an unusually cold
spring or warm autumn, the leaves appear late and re-
main later, correspondingly, which is highly desirable.
Trees are primarily effective at low sun angles, which
malkes thern useful for intercepting early moming and late
afternoon sun. Hence, for these purposes, their position-
ing on the east-southeast and west-southwest sides of the
house is most efficient in northern latitudes. At higher sun
angles, structural features of the house, such as louvers
or screens, ~an provide needed shade.

The other classic function of vegetation is to provide
a windbreak. In this respect, the ideal arrangement allows
in summer breezes and blocks out cold winter winds.
Obviously, this is not always possible. In many localities,
however, the prevailing winds in summer and winter
come from different directions, which makes the place-
ment problem for hedges or rows of trees relatively sim-
ple. For this situation, evergreens are highly desirable, as
they maintain dense growth in the winter. In other situa-
tions, it is possible to use deciduous hedges or deciduous
trees with a low, open branch structure to direct summer
air flow into your house, while these same plantings
would present little obstructicn to air flow in the winter.

In scme cases, it is possible to place strategic plantings
to combine shading and wind-directing benefits for opti-
mum effect. In most cases, however, compromise is nec-
essary. The full spectrum of plant use in house design is
presented in Plants, People, and Environmental Quality
by Gary Robinette. See also “Wind Protection” in this
chapter for diagrams.

Man-made Characteristics

The man-made environment on and surrounding your
site also influences the air temperature, sun, and wind.
Air temperatures are raised by an abundance of hard,
reflective surfaces like those of building or paving (Figure
2.6). Buildings, fences, and high walls also channel air
movements and change wind patterns.

Climatic Factors In House Design

Climatic factors are obviously very important and, of
these, temperature has the greatest impact. The extremes
and averages of temperature as well as the duration of
the various temperature ranges, in terms of both daily
and yearly cycles, influence the size of the temperature-
conirolling facilities a house requires. They also dictate
whether a house must be designed for optimum efficiency
of cold exclusion or of heat dissipation, or whether some
compromise of the two will prevail,

The ather climatic factor which most affects human
comfort is humidity The amount of humidity has signifi-
cance when it is tied to air temperature. Within the range
of variation of these two factors, a human “comfort zone”
can be described. Figure 2.7, a schematic diagramn of Vic-
tor Olgyay’s Bioclimatic Chart, depicts this zone and also
shows corrective measures to be taken when conditions
fall outside its limits. This diagram is raturally subject to
variation on an individual basis, but gives workable guide-
lines. The shading line represents a limit above which
shading is necessary and below which solar radiation be-
comes useful for heating.
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Figare 2.6 Temperature raised by reflective surfaces.

Figure 2.7 A bioclimatic chart.

The major effect contributed by solar radiation is
heat, but light and consequent glare also have to be con-
sidered. Solar angles during different hours and seasons
and the distribution of sunny and cloudy periods are im-
portant, particuiarly in terms of the feasibility of solar
heating for the house. Wind is significant as a potential
ventilation aid and cooling agent, as well as a potentially
destructive force. Maximum velocities, average velocities,
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directions, and daily and yearly variations of all these
factors are important, especially if you are considering a
windmill as a power source. Finally, seasonal variations
in rates of precipitation. total amounts, predominant di-
rection (if any}, and maximum snow loads (if any} influ-
ence the structural design.

In design, we encounter these climatic variables in
three distinct relationships. The first is general climate,
which determines the overall climatic character of a struc-
ture. While the differences in general climate are myriad,
we usually refer to four distinct types in discussing specific
design ideas: cold climates, in which our emphasis is prin-
cipally on heat conservation, sun utilization, wind protec-
tion, and rain and snow protection; ternperate climates,
in which the emphasis is on striking a balance of all con-
ditions: hot, arid climates, where our concem is with heat
and sun control, wind utilization, rain utilization, and in-
creased humidity; and lastly, hot, humid climates, where
we try to promote heat, sun, and rain protection, wind
utilization, and humidity reduction. Olgyay {Design with
Climate) gives detailed methods for designing in response
to climatic conditions, as well as specific design responses
based on these four regional types.

The second relationship consists of the climatic vari-
ables as they interact with particular site characteristics to
produce the microclimate of each individual site. It is
these micrcclimatic conditions that are used in the con-
ditioning of the resource-conservative house. The classic
study of microclimate seems to be Geiger’s The Climate
Near the Ground, from which QOlgyay and Lynch draw
much of their information,

The third relationship consists of the microclimate as
it affects our feelings of environmental comfort. We are
reacting to this bioclimate when we feel hot and sticky on
a summer day. (Additional discussion on bioclimate and
climatology can be found in Chapter 4.) One purpose of
design is to provide a comfortable bioclimate for our bod-
ies, “comfortable” being somewhere between 70° and
80°F and 20 to 80 percent relative humidity (Figure 2.7).
Where we refer fo “warm” and “cool” periods of the year,
we mean those times when climatic conditions fall either
above or below this comfort zone,

Temperature and the Reduction of Heat
Transfer

Temperature averages and extremes throughout the year
dictate important design considerations of your house.
Regional information is generally sufficient and can be
found in the Climatic Atlas of the United States, as well
as other sources. During at least a portion of each day,
a difference in temperature will exist between the biocli-
mate you wish to maintain and the actual microclimate.
This temperature differential encourages a process of heat
transfer {convection} through the building materials of the
house, heat traveling from higher to lower temperature

14

areas. Building materials and forms may be used to pre-
vent unwanted heat transfer, since they have different
transfer resistances. Where we wish to reduce heat trans-
fer, those materials and techniques offering high resis-
tance should be used. Resistances of various building
materials and methods of calculating heat transfer are pre-
sented in Chapter 4. Climatic factors surrounding the
house can also be controlled to reduce temperature
differentials. Examples of no-cost/low-cost techniques for
conserving energy in the typical home are given in
Technical Note 789, issued by the National Bureau of
Standards.

Insulation

Building insulation gencrally refers to materials of
high resistance—qlass fiber or mineral wool blankets and
fill, polystyrene and polyurethane foam boards, ver-
miculite and perlite fill—that are effective because of
small cellular voids in their structure. They are generally
highly processed materials designed to be used with stan-
dard construction techniques, particularly to fill large
structural cavities in stud-frame and concrete-block con-
struction. :

Good insulation conserves energy otherwise spent on
heating and cooling, not only by reducing heat transfer,
but by making available energy more useful. In winter, a
person feels colder in an uninsulated house than in an
insulated one, even if the internal air temperatures are the
same. This is due to the cold-wall phenomencn. The cold
interior surfaces of uninsulated walls absorb radiant heat
rather than reflect it as the warm surfaces of insulated
walls do, consequently causing a greater loss of body heat.
Most people compensate for this chilling effect by raising
the heat. This adjustment is unnecessary with good in-
sulation. In summer, cold wall surfaces are desirable;
insulating accomplishes this effect and also reduces,
yearlong, drafts produced by temperature differences be-
tween walls and air. Finally, it reduces room-to-room and
floor-to-ceiling temperature conirasts.

An insulating air space within a wall or roof is not as
effective as that same space filled with an insulating ma-
terial (Figure 2.8): temperature differences across the
space cause the air to circulate and transfer heat. In stan-
dard wood-frame construction, the most common,
cheapest manufactured insulation is mineral wool or fi-
berglass. It is furnished in widths suited to 16-inch and
24-inch stud and joist spacing, in blanket rolls 3 o 7
inches thick (available with reflective foil or vapor barrier
on one side). Fiberglass has the advantage of being highly
fire resistant and the disadvantage of being itchingly un-
comfortable to work with.

Inch for inch, the best insulating material is polyure-
thane foam. One inch of urethane is equivalent to about
two inches of fiberglass. An extremely versatile construc-
tion material, it is available in rigid sheets one-half to two
inches thick or in liquid form with a catalyst for on-the-
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Figure 2.8 Heat convection in an attic.

job foaming. The liquid may be poured into forms or
sprayed on with special equipment. In the hands of a
skilied applicator, this material can be rendered into al-
most any sculptural form and will provide considerable
structural support. In the hands of an unskilled applicator,
it can easily tum into an utter mess and its high price
makes experimentatior: a serious venture. If ignited, ur-
ethane burns explosively and emits noxious gases; it
should be covered on the inside with a fireproof wall of
plaster or sheet rock.

In house construction, a cornmon type of rigid insu-
lation is sheathing board made of processed wood or veg-
etable products, impregnated with an asphalt compound
to provide water resistance. It is usually affixed to the
exterior of a stud framc often in addition io flexible in-
sulation applied between the studs. Sheathing board alsc
serves as a main structural component of the wall.

Loose-fill insulations like vermiculite, sawdust, shav-
ings, shredded redwood bark, or blown-in fiberglass can
be used in walls of existing houses that were not insulated
during construction. They are aiso commonly added be-
tween ceiling joists in unheated attics. Vermiculite and
petlite are often mixed with concrete aggregates to reduce
heat loss.

Insulating was a common praciice long before the
advent of moderr nanufactured materials, and we might
do well to consiaer the use of less energy-intensive ma-
terials than those commonly used in modem construc-
tion. Any shelter sunk into the earth is cheaply insulated.
About thirty inches of packed dry earth is equivalent to
one inch of urethane, but a lot cheaper. Although the
earth may absorb a considerable amount of heat from
the room during the day, this energy is not entirely lost,
since the warmed earth will keep the room at a more
uniform temperature throughout the cold night. Blocks of
sod and moss are commonly used in northern countries
where insulation is particularly important. Not to be over-
looked for its insulation value is wood: as siding it is sig-
nificantly better than plaster, and, as we mentioned
earlier, sawdust ic almost as good as fiberglass although
it tends to settle in vertical wall cavities. Dried grass and
straw matting work well as roof insulation when sand-
wiched between layers of plastic, although their fire haz-
ard is great. Other useful examples are given in Kahn’s
Shelter.

The air inside a house normally coniains much more
water vapor than the outside air, due to cooking, laun-

dering, bathing, and other domestic activities. In cold
weather the vapor may pass through wall and ceiling ma-
terials and condense inside the wall or attic space, dam-
aging finish or even causing decay of structural members.
To prevent this penetration. a vapor barrier should be
applied on the interior side of insulation, the most effec-
{ive being asphalt-laminated paper, aluminum foil, and
plastic film. Some buiiding materials, such as fiberglass
insulation and gypsum board, are available with vapor
barriers factory affixed.

Surface Area

Heat transfer that occurs between the interior and
exterior of your house is principally dependent on the
surface area of materials separating inside from outside
spaces. In extreme climates, we try to reduce these ex-
posed surface areas. Simple, compact forms—domes,
cubes, and other regular polygonal structures—offer less
surface area for a given floor area than elongated or com-
plex forms. Clustering of housing units, both horizontally
and vertically, also reduces exposed surface areas of walls
and roofs (Figure 2.9). In reasonably dry soils, buried,
semi-buried, or excavated houses are feasible and have
obvious insulation advantages.

Figure 2.9 The reduction of wall surface by clustering.

Window Areas

Window glass has very little resistance to heat trans-
fer; it transmits about twelve times as much heat per
square foot as a fiberglass-insulated stud wall. When de-
signing to prevent heat transfer, reduce window areas to
the limit of your psychological need for visual contact with
the outdcors. Minimum window-area standards (based
on floor area) for dwellings are found in section 1405 of
the Uniform Building Code. New recommendations
which incorporate floor area and window types are de-
scribed in Technical Note 789, issued by the National
Bureau of Standards. Techniques for making the best use
of a limited amount of window area, both for natural
lighting and for visual contact, are presented later in this
chapter.

When your psychological needs won't allow for a
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areat deal of reduction in window area, a half-inch air
space between two sheets of glass can cut heat transfer
in half. Also, two separate windows, one to four inches
apart, produce the same reduction (Figure 2.10). When
only a rough sense of visual contact is needed, glass
blocks perform the identical service. But the most com-
tmon and least expensive method is the use of curtains,
blinds, or shutters on ali window areas. Similar to double
glazing, they reduce heat transfer by creating a dead air
space between you and the outside environment. They
are also useful for controlling light penetration into your
house.
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Figure 2.10 Heat transfer through windows.

Window frames are also points of heat transfer,
through cracks between window and frame and, if metal
frames are used, through the frame itself. Weathersirip-
ping and wood frames should be used throughout.

Solar Protection

All sunlight, whether direct or reflected, whether striking
directly the outer surfaces of your house or streaming
through windows onto the floors or walls, is converted to
" heat. Light striking nearby ground surfaces and objects
heats these materials, which also warms the air immedi-
_ately surrounding the house. However, such heat ioads
can be minimized using several techniques.

House Orientation

The critical period for solar heat gain is usually a late
summer afternoon when the sun is low. Orient the shorter
side of your house toward the west (Figure 2.11), put
rooms that require small windows on the western side, or
locate here your storage, garage, and toilet facilities as
thermal buffers {Figure 2.12).

In rooms with large windows, the windows should
open to the south, where summier sun penetration can be
conirolled by overhangs or other shading devices; in cli-
mates where heat loss is not critical, they can open both
to the north and south.
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Figure 2.11 Orient the short side of the house toward the west.

storage and
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Figure 2.12 Locate nonhabitable space on the western side.

Shade

South walls can be shaded with roof overhangs but,
due to early momning and late afternoon sun angles,
overhangs are less effective on east and west walls (Fig-
ure 2.13). In hot climates, you can use porches, verandas,
arcades, or double roofs to shade your walls and provide
cooler outdoor spaces. However, their use in temperate
and cool climates obstructs direct solar radiation, a point
to consider in winter.

Figure 2.13 Overhangs are insufficient for east and west walls.

Deciduous trees and bushes provide shade in the
summer and allow sun penetration in winter (Figure
2.14). Trees located to the southeast and southwest of the
house will provide shade for both the roof and walls {Fig-
ure 2.15). East and west walls may be screened with low
trees or bushes. A horizontal trellis with deciduous vines
(such as grapes) can provide the same seasonal protective




variability (Figure 2.16). Tree and bush sizes and shapes
are shown in Ramsey’s Architectural Graphic Standards
and Lynch’s Site Planning.

The heat gain from sunlight, like that caused by
air temperature, is directly dependent upon the exposed
surface area of your house; hence the same control
techniques are applicable. In hot, arid climates, it is pos-
sible to cluster housing units (Figure 2.17} and to use
minimum-surface structures. Buried or semi-buried (Fig-
ure 2.18) structures are aiso feasible.

Techniques for shading exterior surfaces are also
obviously applicable for shading windows. In addition,
specific window devices can be used. On a southem ex-
posure, where incident sunlight is predominantly vertical,
horizontal shading devices are most effective (Fig-
ure 2.19). On eastern and western exposures, vertical or
parallel devices are required for the low sun angles. For
maximum protection, use combinations of various de-
vices. If these are a fixed part of your house, they shculd
be sized to exclude sun only during the summer. Remov-
able or retractable awnings, movable exterior louvers or
shutters can be adjusied to the season. See Design with

{a) summer () winler

Figure 2.14 Shading by deciduous trees.

Figure 2.16 A deciduous vine arbor.

Figure 2.17 Cluster houses for shading.

Fiqure 2.18 A semi-buried structure.

Climate {Olgyay), Sun Protection (Danz), and Architec-
tural Graphic Standards {Ramsey) for detailed discussions
and examples of technology.

Exterior shading devices are seldom completely ef-
fective; curtains, blinds, shades, and shutiers are rec-
ommended. Curtains uniformly reduce sunlight while
blinds allow both a reduction in intensity and a redistri-
bution of light. Heat penetration may be reduced by up
to 50 percent with either blinds or curtains, and by up to
75 percent with roller shades.
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Figure 2.19 Horizontal shading devices.

The effective use of shading devices as a means of
solar control will depend on the designer’s ability to cal-
culate the sun’s position. Sun paths and altitudes for var-
ious latitudes in the United States can be determined by
using the Sun Angle Calculator produced by Libby-
Qwens-Ford and provided with Climate and House De-
sign, published by the United Nations. They may also be
calculated by means shown in Architectural Graphic

Standards.
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Reflectivity

Glare from nearby water bodies or a sea of parked
cars can be contrelled both by proper siting of your house
and by strategic use of bushes, berms, and fences (Fig-
ure 2.20). You can minimize excess glare from unshaded
ground surfaces near the house by the use of ground
cover {grass, ivy) that absorbs a fair amount of light. Re-
flectivities of varizus ground surfaces are shown in Plants,
People, and Environmental Quality {Robinette).

Figure 2.20 Reducing glare from objects and water-bodies.

The more sunlight is reflected off the surface of your
house, the less will be absorbed into building materials.
In hot climates, use white or metallic surfaces; even in
ternperate areas, light colors should be used for protection
. during warm spells.

Solar Lighting

A well-integrated lighting system in any structure must
make the best use of both natural and artificial light
sources. To use daylight for inside lighting, the first ob-
vious requirement is that the sky be bright enough to
provide some lighting potential. Before going further, it
would be wise to define the difference between suniight
and daylight. Sunfight comes in a straight line while day-
light is reflected or refracted (also called glare). There are
several factors that affect sky brightness for each partic-
ular location: latitude, altitude, time of year, time of day,
amount of air pollution, and relative humidity. For any
particular lot, the effect of the local terrain, landscaping,
and nearby buildings must also be considered, It is handy
to research the average number of clear days per year in
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your part of the country, or else the percentage of time
that skies are clear during sunlight hours. Derek Phillips
{Lighting irr Architectural Design) devotes one chapter to
daylighting, giving a method to calculate daylight levels
in interior spaces and also general suggestions for the
design and placement of windows.

Window Location

Because the reflectivity of the sky is generally much
higher than that of the landszcp2, the quantity of light
entering a window is direcily related to the amount of sky
visible through the window. Low windows transmit little
tight, and this light is at a poor angle for most activities
(Figure 2.21). Raising most of your window area, but still
keeping it low enough for a standing adult to see out, best
compromises conflicting needs for visual contact and
maximum light (Figure 2.22). Small, lower windows
should ther: be provided only at specific sitting areas, such
as in dining or living rooms.

Figure 2.21 Light from high and low windows.

Figure 2.22 Specific uses of high and low windows.

Overhead skylights, clerestories, and monitors, which
are less apt to be affected by obstructions surrounding
the house, efficiently admit lght into interior spaces, Thay
can be used in such areas as bathrooms or bedrooms,
where light is necessary but visual contact is not {Fig-
ure 2.23). Diffusing glass can be used to bathe the room
with light and reduce over-contrast.

Kitchens, reading and writing areas, and work spaces
all require intensive lighting and should be located near
large windows. Areas requiring less intensive lighting—
living or dining areas, toilets, bathrooms and bedrooms—
should have cormrespondingly smaller windows (see also
“Artificial Lighting” in this chapter).




Figure 2.23 A skylight.

Window Efficiency

There are three general classifications of glasses; each
one has different advantages and disadvantages, but any
choice must be made with heat-loss characteristics some-
where in mind, High-transmittance materials pass light
easily ard allow clear vision in either direction. L.ow-trans-
mittance materials have brightness control, which in-
creases as transmitiance decreases. Finally, diffusing ma-
terials (suggested for skylight use) include opal and
surface-coated or patterned glass ar.d plastic. They are

directionally nonselective: brighiness is nearly constant

from any viewing angle. This property is especially pro-
nounced in highly diffused materials, but transmittance
and brightness decrease as the level of diffusion increases.
In other words, to get a uniform diffusion of light through
a skylight with diffusion glass, you must sacrifice the level
of brightness in the room and a sharp vision of the sky
overhead.

The light transmission of windows is also impaired by
external or internal shading devices. But compensations
can be made. Permanent external shades should be sized
to exclude sunlight only during warm periods. Even then,
they can be designed to exclude direct sunlight, but to
include some reflected and diffused light (Figure 2.24}).
Light reflected from the ground, from reflective window
sills, and from adjustable or removable reflectors can also
be used to increase diffused light entering interior spaces.

Contrast

Contrast between the outside environment viewed
through a window and the darkness of an interior space
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Figure 2.24 Sizing of a shading device to allow reflected light.

can cause the discomforts of glare and eye fatigue as vour
eyes constantly adjust from one lighting condition to an-
other. This contrast can be reduced by using light-coloreu
window frames, walls, ceilings, and floors throughout the
interior of the house, because these reflective objects in-
crease overal vrighiness in any space (see elso “Interior
Coloring” in this chapter).

Windows may be placed adjecert to perpendicular
interior walls, so that the light veflected from those walls
preduces a contrast-reducing transition in light intensi-
ties (Figure 2.25) rather than a brilliant hole of light sur-
rounded by an unlit wall. Where walls have considerable
thickness, as in adebe construction, windows should be
located on the wall's outer surface. The window upening
should then be beveled, t form a transition surface be-
tween window and interior wall surface and alsn to allew
more light penetration (Figure 2.26). This technique is
also useful for skylights. Curtains and blindg, by reducing
and redirecting sunliht, can zlso be used to reduce con-
trast and illuminate durk areas.

.

Figure 2.25 The transition of light provided by a walil.

Figure 2.26 Reflected light from beveled openings.

Solar Heating

Around the country there are many homes and busi-
nesses that use solar power in some significant way,
whether to heat a swimming pool or power an entire struc-
ture. As an abundant and nonpolluting source of energy,
sunlight should be used as a principal method of heating
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a rescurce-conservative house. Chapter 4 offers an ex-
tended discussion of this topic, but we mention here a
fevr general points in passing.

Site Orientatios

The siope of your site affects its solar potential at
different times of the year. During the summer, total daily
solar radiation will be approximately the same for north-
em, southern, eastern, or western grades of up to 10
percent. But in winter, southem slopes receive more sun-
light beczuse cf low sun angle; this also raises microcli-
matic air temperatures. Southern slopes are preferred as
buiiding sites for regions with cold winters.

Solar Penetration

During cocl periods, direct sunlight can be used as
a method of heating. if fixed sunshades are used for pro-
tection during warm periods, they should be sized to allow
partial light penetration during spring and fall and com-
plete light penefration during winter (Figure 2.27).

———

Figure 2.27 The sizing of a fixed shading device.

Heat Transfer

The capacity of certain materials to absorb heat has
been used for centuries in certain climates to both heat
and cool buildings. The method depends first on the use
of such “massive” materials as earth, stone, brick, or con-
crete to enclose space; and second on a climate of pre-
dominantly warm or sunny days and cool nights. The
massive material absorbs the heat of outside air temper-
ature and incident sunlight during the day, stores the heat
within its mass, and then reradiates the heat to the cool
night air (Figure 2.28). As the quantity of a thermal mass
surrounding any space is increased, and hence, as its abil-
ity to store heat is increased, the temperature variation
within the enclosed space will diminish, coming closer to
daily and seasonal temperature averages. For this reason,
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Figure 2.28 Heal transfer in massive construction materials.

caves and other underground dwellings maintain almost
cor2tant temperatures.

Sunny-day/cool-night climatic conditions are most
prevalent in hot, arid regions where, unsurprisingly, we
find, even today, extensive use of stone and earth as
building materials and the indigenous use of underground
housing. But, by incorporating thermal masses with other
forms of heating and ventilating, and with the proper use
of insulating materials, the range of climatic conditions in
which they are applicable as space conditioners can be
broadened. Chapter 4 presents several examples of con-
temporary houses that rely on this method of heat transfer
for conditioning.

Solar Heaters

Ultimately, we scek a more predictable use of sun-
light than primitive techniques may be able to supply.
One solution was the development of a solar “heat-
collection and storage” machine: a solar heater. The prin-
ciple behind the heater is simple—a sheet of black, heat-
absorbent maier | backed with heavy insulation to
prevent thermal leakage is positioned to face the sun.
Glass covers this collector to keep heat from reflecting
back into space. Air or water pumped through the en-
closed space is warmed and flows down into & well-
insulated storage tank. The stored heat is then recir-
culated into interior spaces as needed.

Wind Protection

In contrast to the sun, wind should be utilized duiing
warm periods and blocked during cool periods to aid in
the natural conditioning of the house. In designing for
wind protection and wind use, directions and velocities
of the wind should be known in relation to cool and warm
periods of the day and year. Of all climatic variables, wind
is the most affected by your individual site conditions;
general climatic data will probably be insufficient. Air
movement along the outer surfaces of your house con-
vects heat away from those surfaces and increases the
heat transfer through building materials. Knowing the pre-
vailing wind direction during the cool period, you can
take steps to provide protection. Techniques for deter-




mining wind velocities and directions are discussed in
Chapter 3.

Wind Paths

Both natural and man-made landforms and struc-
tures channel different climatic air movements into par-
ticutar patterns. In all but hot, humid climates, these
natural wind paths should be avoided when locating your
house. On small sites there may not be much choice. If
the site is hilly. the mid-portions of slopes are best, away
from both high winds at the crests and cold air movements
along the valley floors {Figure 2.29).

high wind velocity at crest

valiey floor

Figure 2.2% The location of a house on a hilly site.

House Orientation

In areas of cold ar constant winds, the house should
offer as little exposed surface area to the wind as possible.
Designs should be compact and clustering of houses may
be considered to reduce exposed wall area. In suitable
soils, semi-buried structures are a possibility. Also, where
cold winds are severe, your house plan should be orga-
nized so that it turns its back on the wind. The wall facing
the wind should be windowless and well insulated. Clos-
ets, storage areas, toilets, laundry, and garage can also be
used as buffers on the windward side. House entrances,
large windows, and outdoor areas should then be located
on the protected side.

Heat losses through building materials and through
door and window cracks are directly dependent on ex-
posure to and velocity of wind. As you can see, all the
various techniques discussed under solar profection and
heat transfer are appropriate for wind protection.

Tornadoes, hurricanes, and other destructive winds
can demotish your house. In hurricane regions {generally
the same hot, humid climatic regions that require light,
open structures), enclosures can be designed that allow
solar protection when open and wind protection when
closed. In tornado and severe wind regions, use shutters
to protect your glass.

Windbreaks

Fences, bushes, trees, and other site objects acting as
wind barriers create areas of relative calrm on their leeward

side (Figure 2.30). Wind acting perpendicular to a more
solid windbreak (a wall, earth berm, or building) is re-
duced in velocity from 100 percent at the break to about
50 percent at distances equivalent to about 10 or 15
heights from the break. Open windbreaks, such as trees
and bushes, offer a maximum reduction in wind velocity
of about 50 percent at a distance equivalent to about
5 heights. Evergreens, which retain their foliage through-
out the year, are best for winter protection.

Figure 2.30 Air movement pattern around a house.

Windbreaks may also be an integral part of the house
structure. Such protfrusions as parapets or fin walls on the
windward side of a house divert air movement away from
other wall and roof surfaces (Figure 2.31}).
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Figure 2.31 Windbreaks integrated into house construction.
Wind Use
Channeling Wind

Wind convects heat away from roof and wall surfaces.
Consequently, windbreaks should be used to channel
wind toward your house during warm periods (Figure
2.32). Where prevailing summer and winter winds come
from the same direction, deciduous trees and bushes may
be used to direct surnmer winds toward the house (when
foliage acts as a barrier to wind movement}; their winter
bare branches allow cold winds to pass by, undeflected
{Figure 2.33). Where summer and winter winds come
from different directions, ventilation openings and win-
dows should be placed in the direction of summer winds
{Figure 2.34). If, however, such a window arrangement

21




winter wine
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Figure 2.33 Channeling summer and winter winds from the
same direction.

Figure 2.34 Channeling summer and winter winds from different
directions.

Figure 2.35 The deflection of summer winds into a house.

conflicts with proper solar protection, summer winds can
be directed into the house by additional windbreaks (Fig-
ure 2.35).

in hot, humid climates, where maximum wventila-
tion is required, the velocity of the wind, and hence its
effectiveness as a cooling agent, can be increased by
using windbreaks to constrict ard accelerate wind flow
in the vicinity of the house. Robert White shows many
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configurations of trees and hedges and their use in modi-
fying air movements into and around the house (see
Bibliography).

Ventilation

The use of natural ventilation in cooling the alterna-
tive home is advisable because this is one of the few
existing techniques which can replace the modern air con-
ditioner. Air conditioning is not only expensive and a ter-
rible energy drain, but can also damage your health since
unnatural temperature differences are created. Proper
ventilation both evacuates warm or stale air from your
house and cools your body by encouraging evaporation
of moisture from the skin. Two natural circulation tech-
nigues can be used: wind-induced cross-ventilation and
gravity ventilation.

Two openings are necessary for proper cross-venti-
lation: one as an inlet, preferably on the windward side
of the house where air pressures are high; and the other
as an outlet on the leeward side where air pressures are
low, Because of these pressure differences, rooms are
most effectively ventilated by using a small inlet located
near the bottomn or middle of the windward wall and

a large outlet in any position on the leeward wall (Fig-
ure 2.36).

windward

Leeward

Figure 2.36 Effective ventilation.

The pattern and velocity of cross-ventilation within
a room is modified by the location of vegetation, roof
overhangs, and sunshades placed near the air inlets, and
also by the type of inlets used. In general, use exterior
elements to increase the wind pressure in the vicinity of
your inlets, For example, proper location of trees near the
house increases the velocity of air movement af ground
level, and hence, air pressure. Roof overhangs and sun
protectors tend to trap the wind, similarly creating higher
air pressures. As shown in Figure 2.37, different types of
window inleis can be used to direct air either into or above
living areas. And if there are no winds to use, or if the
house, even with large vents, still feels too stuffy, you can
resort to the use of electric fans, to be mounted in either
the exhaust vent or the ceiling.

Gravity ventilation of spaces is dependent on the fact
that cool, dense air displaces warm, less dense air, forcing




Figure 2.37 Air movement with different types of inlets.

the warm air to rise. By placing vents at different levels in
interior spaces, cool air is drawn in through the lower inlet,
while warm air is forced out through the higher outlet.
The rate at which air circulates is directly dependent on
the difference in air temperature, the height difference
between the two vents, and the sizes of the two apertures.
Air inlets should be as low as possible in areas likely to
have the lowest air temperature, such as the north wall of
- the house. Keep these venis clear of shrubbery. Outlets
- should be located as high as possible and preferably in
. areas where wind movement can be used fo create a
© suction or “stack” effect to aid in the ventilating rrocess.
' Gravity ventilation can be used for summer cooling,
or in specific locations, such as bathrooms and kitchens,
where air exchange rather than cooling is required. In all
cases, the inlets and outlets should be closable to prevent
heat transfer during cool periods.

We can also make direct use of the wind with airscoop
ventilation. In this method, various types of scoops are
placed on the roof or at the wind-blown sides of the
house, with piping to circulate air into the home. Simple,
low-power ventilating fans can successfully replace the
use of such a system, usually eliminating the necessity for
intricate piping arrangements. By using electric fans in
conjunction with gravity air flow and inteliigent shading
and criertation techniques. the air temperature within a
house can be significantly lowered.

The key to this claim lies in effective attic insulation
and ventilation. During th. course of the day the roof
becomes very hot, radiating heat irto the attic. An oven
effect is created ¢ this hot air i= not allowed to escape; as
night comes, ii coniinues to radiate heat into the rooms
below. This phenomenon is known as heat lag. With
proper ventilation. the attic acts as an insulator by day

and heat lag is eliminated at night. Eoofs with a high pitch
{and so a tall attic) can be ventilated adequately by placing
vents at the upper and lower extremes of the attic. This
method of gravity ventilation is employed when the attic
height exceeds 5 feet, since height differences are impor-
tant in determining air flow rates; on flatter roofs electric
fans must be used. Although electric fans can be mounted
on the roof in the same mariner as vents, to simply pump
air out of the attic, in yet another installation air is purmped
from the interior of the house into the attic, where the air
escapes through vents. Thus the whole house is cooled.
Here the fan should be centrally located in your attic so
that uniform air circulation is prometed. ltis also advisable
that the underside of the roof be insulated, preferably by
reflective Insutation. A successful approach to roof ven-
tilation without attics is the use of a double roof.

The fans mentioned earlier should be the slow type.
These are quieter, more efficient, and well worth the extra
price. Never use cheap fans, since they often need fre-
quent repairs. Large aftic fans should be wired to a ther-
mostat, to prevent unnecessary operation. Do not forget
that screens and louvers cut down on fan efficiency, so
vent openings must be increased.

In warm climates it is imperative that the walls of the
house remain cool, due to the fact that people cool them-
selves by radiating heat to the walls. When wall temper-
atures exceed 83°F (skin ternperature), people become
very uncomfortable even if breezes are introduced into
the room. The most efficic 1t means of cooling walls is to
insulate them properly. A relatively new and uniried way
of cooling walls i to ventilate them through their core.
Since hot air rises ard the walis have considerable height,
openings at the bottom and the top of the wall generate
a strong air current. ! is still important that these venti-
lated walls be heavily insulated, and all openings shoutd
be screened to prevent insects and small animals from
entering. Ventilated walls should be used only in warm
climates, since heat loss can be quite severe in cold
weather.

Crawl space ventilation is of only minor importance.
Mirimum requirements are intended to drive off moisture
accumulated under the house. During hot weather, the
air in crawl spaces is generally ccoler than the cutdoor
air, so thorough venting is actually undesirable.

In all climatic regions some ventilation is needed, buft
in cold, temperate and hot, arid climates this requirement
should have little effect on the plan of your house. How-
ever, in hot, humid climates, plan your house around tha
need to maximize ventilation. Rooms should be open and
elongated perpendicular to the wind. Areas that generate
hurnidity, heat, and odors—kitchens and bathrooms—
should be separated from other areas and also be weil
ventitated {Figure 2.38). Floors should be raised .. ‘e
the warm ground to allow circulation under the i.
{Figure 2.39).
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Figure 2.38 Ventilate odorous areas separately.
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Figure 2.39  Air circulation with a raised floar.

Equipment

Ariificial Lighting

The two most widely used artificial light sources today
are incandescent and fluorescent lamps. In homes, incan-
descent lights are by far the more popular. The principle
behind incandescent lighting is to heat metal to such a
degree that it gives off white light, a wasteful process at
best.

Fluorescent Light

Fluorescent lights work on a more complicated basis:
light is produced by fluorescent powders which are ex-
cited by ultraviolet energy. But it is less important to
understand how fluorescent lights work than it is to un-
derstand their efficiency, an efficiency on the order of
20 percent, compared to about 5 percent for incandes-
cent lamps. Hence they use only a quarter the power for
the same amount of light. Prove to yourself which source
creates more waste heat by touching both types (be care-
ful with the incandescent one}.

In economic terms, the controlling factor in choosing
a light source is not the initial cost or even the lifespan of
the lamp, but rather the cost of operation. Since the initial
cost and lifespans of incandescent and fluorescent lights
are comparable, it is a wise choice to use fluorescent lights
for general lighting needs. In the winter do not be fooled
into thinking you can use the waste heat for warmth; solar
power does the same job far more efficiently.

There are three general categories of hot cathode
fluorescent lamps: preheat, instant-start, and rapid-start.
In the preheat type, there is a short delay between the
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time the circuit is tumed on and the time the lamp pro-
duces light. The current is allowed through the cathodes
to heat thern; when this is accomplished the starter au-
tomatically opens the circuit so the light can start. In the
instant-start variety, enough voltage is immediately sup-
plied between the cathodes to operate the light as your
fingers hit the switch. The rapid-start type, now the most
commen, uses low-resistance cathodes which are contin-
ually heated with but small energy losses. This variation
requires lower starting voitages than instant-start lamps,
and produces light in one to two seconds.

In a resource-conservative home, the sacrifice of one
or two seconds certainly does not warrant the use of
instant-start lamps. The rapid-start lamp appears to be
vour best choice of the three. Keep in mind that the fre-
quency of starting a lamp is a major factor governing its
lifespan. Lamp sizes range from 6 to 96 inches in length
and from % to 2V inches in diameter. By the way, if a
windmill provides your energy, both incandescent and
fluorescent lamps are available which run off direct cur-
rent.

O/

iy /

{a} inefficient indirect iighting

(b} sensibie difect lighling

Figure 2.40 The location of kitchen lighting.

Lighting Techniques

In lighting your house, first consider the activities for
which any space is used. Second, choose a means of
lighting which is most practical. Direct lighting (or task
lighting) should be used wherever possible. For example,
one 60-watt bulb provides plenty of light to read by—
even if the rest of the room is fairly dark. This procedure
is far more sensible than putting lights all over the ceiling,
lighting every cormner of a room to the intensity necessary
for reading in one specific spot. The same concept applies
te living areas and bedrooms. There will be times, how-
ever, when small islands of light do not suffice; here in-
direct lighting can be used.

In kitchens, most activity is concentrated on the
counter tops. Common sense suggests that lighting
should be concentrated there, but kitchens traditionally



have been lit with one central light of staggering intensity.
Instead, smaller fluorescent lights should be placed un-
derneath the upper cabinets as shown in Figure 2.40, an
arrangement less wasteful and which avoids any problerns
with shadows over your 'Jork area.

The rule for artificial lighting is use direct light wher-
ever possible, especially in all stationary activities—reac-
ing, kitchen work, sewing, and so on. Another good idea
is to place low-intensity light bulbs in closets to eliminate
the need to turn on all the lights in your bedroom to
choose a wardrobe. (It might also please any others who
are trying to sleep at the time.)

For other activities where more general lighting is
needed, our tendency has been to overlight. One of the
most plzasant commodities we may discover in an alter-
native lifestyle is aimosphere. It takes only enough light
to be abie to read expressions to carry on a conversation.
There are many satisfying ways to achieve indirect light-
ing, a few of which are shown in Figure 2.41, And, if we
can enjoy any “inconveniences” which may occur as a
result of using naturally supplied commodities, it will all
be worthwhile. If the windmill should be calm for too iong
and there is no power for lighting, candles give ample
light, bum cleanly, and provide wonderful atmosphere.
Use common sense and ake advantage of nature’s sur-
prises to produce a well-lit home.

(a} vaience lighting {b} cove lighting

Figure 2.41 .ighting techniques.

Interior Coloring

The cheapest and most pleasant interior lighting dur-
ing daytime hours is through natural sources. But in con-
sidering a self-sufficient system, we must also consider
heat ioss; windows, which account for approximately 15
percent of the overall heat loss, should be kept to a min-
imum. This is why interior coloring is so important. Light
calors, because of their reflective capacities, spread the
light around, giving you the best “mileage” from any par-
ticular light source {see Table 2.1). White, naturally, is the
best color for this purpose, but other reflective colors can
be used to relieve monotony.

Colors can also confirol your “psychological” room
temperature to some extent. That is, colors with shorter
wavelengths (green, blue, violet) create an impression of

Table 2.1 Reflectivity of Colors®

Color Light Reflected
White 80-90%
Pale pastel (velow, rose) 80%
Pale pastel (beige, lilac) 70%
Cool colors (blue, green pastels) 70-75%
Full yellow hue (mustard) 5%
Medium brown 5%
Blue and green 20-30%
Black 10%

Motes: a From K. Kem,

being cold, while colors with longer wavelengths {yeliow,
orange, red} appear warm. Use warm colors on the north
side of your house, or areas where there is minimal sun-
light; on the south side, cool colors should be used.

Appearance is markedly affected by contrast. Thus
a central chromatic area appears brighter if surrounded
by a sufficiently large and relatively dark area, but dimmer
if surrounded by a relatively light one. Interior glare con-
tent, for this reason, becomes an important category to
be evaluated, since 1 percent contrast lost by glare re-
quires a 15 percent increase in illumination. Comfortable
reading on a glossy table requires considerably greater
illumination than on a dull surface.

Lighting Standards

There has been a tendency over the years to contin-
ually raise the recommended light values for various
tasks. Largely as a result of an intensive campaign fi-
nanced and conducted by the electrical industry, these
high recommendations have been followed closely. We
can examine the standards in Table 2.2 as a representative
example. Ken Kem, author of The Owner Built Home,

Table 2.2 Lighting Standards®

Task Footcandles Required

Kitchen Activities:

Sink .. 70

Working surfaces ..................... 50
Table games ........... ... .. ... ... . ... ......... 30
Reading and writing:

Books, magazines, newspapers ......... 30

Handwriting, reproduction, poor copies . 70

Desks (study purposes)................ 70
Music:

Reading simple scotes . ..............., 30

Advanced scores ...................... 70
Grooming . . ...t e 30
General lighting

Passageways ......................... 10

Relaxation and recreation.......... ..., 10

Areas inveolving visual tasks .. ....... ... 30

Notes: a From LES. Stendards for Various Home Activities.

25




writes: “[lumination experts specify an artificial light in-
tensity of from 50 to 100 footcandles for most visual tasks.
But experts in the field of light and color conditioning
warn against the use of more than 30 to 35 foot-
candles. . . . Further light intensity is apt to cause visual
distraction.”

So what exactly is the minimum amount of light a
rerson needs to be comfortable? William Lam, a lighting
::onsultant in Cambridge, Massachusetts, has a very sim-
ple definition: “Good lighting is lighting which creates a
visual environment appropriate and comfortable for the
purpose. This is a criterion that is measurable only by
people using their own eyes and brains” He summarized
his insights concerning lighting in six points:

First: we see well over a tremendous range of light
levels.

Second: we see by the balance of light more than by
the quantity.

Third: once 10-15 footcandles has been achieved,
task visibility can be improved far more easily through
quality changes rather than adding quantity.

Fourth: apparent brightness is determined by bright-
ness relctionships, not absolute values.

Fifth: we look at tasks only a small part of the time, but
react to the environment all of the time.

Sixth: whether our response to the environment is to
be favorable or unfavorable cannot be forecasted or
explained by numbers—but by the exact design of
everything in relation to what we want to see.

To set absolute personal lighting standards is impossible;
therefore test for yourself the minimum amount of lighting
you need for different activities.

Fireplace Design

Many of the changes made in creating the alternative
home concern combining older, simpler, less energy-
intensive designs with the technological advances of the
present. A typical modemn home makes scant use of its
fireplace as a heat source, a waste implicit in the rather
crude fireplaces now being installed. We are principally
interested in heat-ventilating and free-standing fireplaces,
both exceptional finds today. Few people are even famil-
iar with some of the basic principles of fireplace operation.

Perhaps one of the most critical aspects of efficient
use is the correct tending of the fire. A fire should always
burn brightly and briskly. Whenever starting a fire, use a
small amount of wood. Add more timber only after this
initial wood is burning vigerously. Never force a fire to eat
its way through a pile of wood. Qbviously, other fuels
should be burned with the same diligence and economy.
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A healthy fire uses a tremendous amount of air both
to burn its fuel and to dispose of waste gases and smoke.
In order to accommodate this demand, the fire is raised
above the hearth by means of a grate. Studies have shown
that this step increases burning efficiency by 15 percent.
Vents or windows must also bring air into the room from
the outside; lacking air in a house weatherstripped and
insulated properly, a fire does not burn well and smoke
ebbs into the room.

Equally important is the exhaust of hot gases and
smoke. Here we are concerned with the design of the
chimney breast, throat, and flue. The required depth of
the chimney throat for all fireplaces is between four and
five inches. The small size of the throat, which can be
adjusted by a damper, prevents drafts of cold air from
blowing down your flue; yet it permits smoke and waste
gases to rise (Figure 2.42). Because smoke spirals as it
rises, round flues are more effective than square or cor-
nered ones. The strength of the draft is also related to the
temperature of the flue lining, so your flue should be well
insulated. Architectural Graphic Standards (Ramsey and
Sleeper) features data by which flue diameters can be
calculated.

The only usable warmth escaping from the ordinary
fireplace is radiant heat. Roughly three-quarters of the

flue

fire-clay fining

throat

cement fill

damper

4" firgbrick

ash chute

ash pil

Figure 2.42 The construction of a typical fireplace.




heat produced by the fire is used to heat up exhaust gases,
smoke, and the wall of the fireplace. In addition, a fire
needs air to burn properly, so cold air is necessarily sucked
into the room. Through the extensive use of ducting, heat-
ventilating fireplaces (Figure 2.43) take advantage of this
situation. They not only heat the fresh air entering the
room, but also utilize 40 percent of the heat given off
directly by the fire. The basic amangement involves an
intake vent connected to ducting which leads air across
the back of the firebox. This hot air is then ducted to vents
above the mantel. A natural air current is created by the
hot air rising in the ducts as well as by suction created
through the burning fire. A number of commercial models
are available. They are provided with only a minimum of
fireproof ducting, so if you wish to heat other rooms, cost
for this rather expensive item must be considered. Fans
can also be installed to accelerate the air flow.

— 7 flue
~

~ hof-arr duct
to ficor above

hot-ar duct
10 adjacent room

Figure 2.43a The construction of a heat-ventilating fireplace.
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Figure 2.43b  Air flows in a heat-ventilating fireplace.

Although the construction of iireplaces appears to be
fairly rigid, fireplaces have been built chiefly out of sal-
vaged materials, using, for example, a discarded wa-
ter boiler as a fire box. For details see The Owner Built
Home (Kern). Another effective heating device is the free-
standing fireplace with a metal hood. Heat radiates in all
directions from the fire, and once the hood is warm, it too
gives off tremendous heat.

Materials

Due to our once-abundant supply of energy, there de-
veloped a tendency to use building materials—aluminum,
steel, concrete, and plastics—which require intensive
processing. Until this last century, the process of convert-
ing raw materials into building materials was accom-
plished principally by human labor. Because of this direct
relationship between human effort and its product, the
materials were used economically and constructed fo last.
We can still find woaden houses erected over two cen-
turies ago, or stone houses dating back two millennia.
Despite the fact that highly processed materials are in-
herently more durable, their high initial cost (attributable
to expensive processing) requires that they be used in the
smallest quantities possible. Today, most structures are
designed and buiit under the guideline of lowest initial
cost; consequently, they have a very short useful life.

Where building ordinances are not a problem, natural
or alternative materials can be incorporated into design
and used, with a little know-haw, to produce sound con-
struction. There are various sources for these low-cost
and usually low-energy materials. Scrounge secondhard
building materials—bricks. timber, steel, and glass—from
demolition sites and dumps. One enterprising couple ob-
tained enough timber to build their own home by offering
to demolish dilapidated structures for other people, in
exchange for the timber they could salvage Or use
processed materials that are corwidered waste products.
Scrap bins in lumber yards are a good sourca. And bottles
make excellent translucent bricks; you get not only a wall
but light penetration as well. Tin cans have produced shel-
ter, Sulphur, a waste product from oil and coal produc-
tion, can be used for cement, and with sand aggregate,
produces sulphur concrete (see Rybczynskis article,
“From Pollution to Housing,” listed in the Bibliography).
One architecture student in London constructed a four-
room dwelting from scrap materials and garbage collected
within one mile of where the dwelling was buiit.

Natural materials that are readily available—-stone,
earth, driftwood, trees—require only manual energy. For
centuries, people made stone cottages, log cabins, and
adobe homes. These techniques, although a lost art
among urban dwellers, can still provide structures that are
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as sound as conventional homes and often have superior
insulating properties. However, some knowledge of their
limitations is necessary, and some skill is required if they
are to be used effectively.

The energy required to procduce and transport the
materials of a typical house is equal to about ten years of
househeid energy consumption. To reduce the need for
transporting materials, wood should be the dominant
building material in forested areas, earth in dry climates,
stone where it is available, grasses where they grow rap-
idly and easily, and so forth. Where possible, materials
from the building site itself should be incorporated. Useful
information on design and construction techniques is con-
tained in The Ouwner Built Home (Kem), and Your
Engineered House {Robert). The National Bureau of
Standards has also undertaken extensive experiments to
establish the structure, sound reduction, heat transfer,
water permeability, and other relevant properties of
house construction for a wide range of materials. Their
work is especially valuable because of an emphasis on
materials for low-cost construction.

Primitive Architecture

There are four general traits which characterize primitive
architecture: unsupplemented use of natural, locally avail-
able building materials and local construction skills; plan-
ning and massing as a result of specific functional require-
ments and site conditions, regardless of symmetry and
generally accepted taste; an absence of ornamentation
which is not part of the structure; and the identity of en-
closing form and enclosed space. This architecture is a
simple and original response, the most economic shaping
of space and form for the maximum benefit of body and
soul. Several interesting examples are found in Native
Genius in Anoniymous Architecture {(Moholy-Nagy), Shel-
ter (Kahn), Architecture Without Architects (Rudofsky},
and in an article by Suzanne Stephens, “Before the Virgin
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Met the Dynaino.” We mention a few general types in the
next section.

Types and Techniques

Troglodytic Shelters: In areas where soil and climate
conditions are suitable, men have lived in caves throughout
history. Simple caves can be enlarged and altered if the
local rock or earth is sufficiently soft and porous. Because
these shelters are below ground and thus insulated by
the earth, they are usually cool in summer and warm in
winter,

Nomadic Architecture: Nomadic structures must be
readily portable as the lifestyle of the nomad is above all
one of transience and motion, moving and changing with
trade, livestock, and the seasons. Some examples include
the tipi of the American Indian, the tents of the Bedouin,
the yurts of the tribes of Asia and Asia Minor, and the
igloo of the Eskimo.

Aquatic Architecture: The proximity of a body of water
has always been an important consideration in siting a
comraunity. For thousands of years people have been
living in houseboats, in pile dwellings, and in more con-
ventional structures in canal cities linked by waterways
rather than streets. An expanse of waier serves as a cool-
ing plant during the hot season; & bath or drink is never
far away. On a houseboat your home is also your trans-
portation.

Tree Houses: People of many cultures have lived 'n and
amongst the tree tops in tropical and near-tropical zones.
In cooler zones one is shaded from the summer sun by
a leafy parasol while the bare branches of winter let the
sun shine through. Air circulation is excellent.

Mouvable Houses: In some parts of the world, when a
family or community moves, the house is either com-
pletely disassembled or picked up in large sections and
then moved to a new location, provided the distance is
not {oo far. These structures are usually lightweight and
are often made from grasses or reed.

Towers: The usual function of towers has been either
symbolic or defensive. They often express religious sen-
timents: grief, faith, hope, or prayer. in some agricultural
cultures they are used for grain storage or as pigeon
roosts.

Arcades and Covered Streets: Arcades and covered
streets are an example of private property given over to
ai entire community. Their presence reminds us that city
streets exist for people. They provide shelter from the
elements, offering shade from the summer sun and pro-
tection from winter wind and rains.




Building Materials

Materials and climate determine what is pessible in
terms of shelter within a particular context. The fact that
over three hundred house forms have emerged frorn nine
basic climate zones suggests that these specific forms de-
rive more directly from socio-cultural factors than from
restraints of either climate or materials. In spite of this
diversity, aimost all examples of vemacular architecture
emphasize simple yet profound solutions to the problems
of human comfort, using elementary building materi-
als which require little or no basic transformation to be
utilized.

The cost of a building material is roughly proportional
to the ecological damage caused by its removal and re-
finement. In aesthetic terms, the less molecular rear-
rangement a material has undergone, the better it feels
to be around and the more gracefully it will age. More
often than not, natural, locally available building materials
are the least refined and least polluting; they may also be
self-regenerating.

Adobe: Adobe is the worlds most abundant building
material since its primary ingredient is earth. It is also
the oldest and most popular form of earth construction.
Ingredients vary but usually consist of clay soil mixed
with sand, shredded grass, roots, straw, pottery shards, or
gravel. These are tormed into bricks and set out to bake
in the sun. Adobe houses are most practical in areas with

little rainfall, wet climate may erode an adobe structure
into a pile of mud. It is best used on a well-drained site.
Wails are short and also thick for strength and insulation;
doors and windows are placed away from comers and
the roof is supported by rafters.

Rammed Earth: To make rammec-earth blocks, one
uses a dampened mixture of humus-iree soil and a sta-
bilizing agent {usually portland cement} which is formed
into blocks in a hand-operated press. {The Cinva-Ram
press is commercially available.} Walls of rammed earth
must be reinforced by a corner or pillar every ten feet. As
with adobe, it is best to build on dry, flat, solid ground or
rock as the compression of block upon block can cause
sinking or settling.

Stone: There is little information available on laying up

stone, partly because of the traditional secrecy of stone
masons and partly because stone ditfers so much from
area to area. Stonework is heavy and time-consuming
but the materials are a gift of the earth and the structure
often blends unobtrusively with the landscape. One can
use mortar or simply pile stone upon stone as did the
ancient Egyptians in their pyramids.

Sod: Sod is a good buildine niaterial for treeless grass-
lands. It is usually cut directly fror 1 the earth in long solid
ribbuns which are then sectioned into blocks measuring
about 4-by-24-by-36 inches with a sharp spade. The sods
are laid without mortar, grass down like huge bricks. Walls
are two or three sods thick, with staggered joints. Every
third or fourth layer is set crosswise to the vertical pilings
for stability. The walls, which are excellent insulators, set-
tle about six to eight inches in the first year. Sod roofs are
also excellent insulators, but miserable water repellers; a
wooden roof is best.
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- Snow: Although snow can be used only in the polar
regions, there it has proved to be an instantly availabie
building material with superior insulating qualities. After
a bit of experience, one need only cut blocks of suitably
dense snow and lay them in an upward spiraling fashion
to form a dome. With a little body heat and a smali heat
source, the interior walls form an ice glaze which solidifies
the structure. In subzero exterior conditions, Eskimos are
often siripped to the waist in the warm interior of their
igloc.

Wood: Wood is an ideal building material for many cli-
mates and cultures as it is relatively light, strong, rdurable,
pleasant smelling, easy to work, readily available, and can
be regenerated. Forms vary from simple twig and brush
shelters and log cabins to the most elaborate, ornate struc-
tures concejvable. It is also a material which lends itself
to recycling if one salvages from old buildings and other
discards of the twentieth century.

Grasses: Various grasses have been employed as build-
ing materials throughout history. Reed has been used for
frameworks, walls, and roofs; it insulates well and is light
and easy to work with. Drawbacks include easy flam-
mability and a relatively short life. Bamboo is fiexible yet
tough, light but very strong. This versatile plant splits eas-
ily in only one direction; it is pliant or rigid as the situation
demands; it can be compressed sufficiently to remain stur-
dily in place in holes; after heating, it will bend and retain
its new shape; one of the world’s fastest growing plants,
it also grows straight. As with reed, typical construction
must include lashing of structural members.

In tropical climates woven grasses are often formed
into houses. Here woven maiting is supported by a simple
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sapling superstructure to form walls and a roof. Thatch is
perhaps the world’s most commonly used roofing mate-
rial. Although it is a ime-consuming process to thatch a
roof, the end product is a waterproof, insulated, biode-
gradable roof of reeds, straw, or fronds. Truly waterproof
thatch requires a steep pitch and the overlap of all its
elements.

Baled hay was used as a building material in arid
grassland regions of the United States where the scil is
too sandy for sod houses. Most of these structures now
have concrete foundations or wooden floors. The best
hay to use is harvested in the fall: it is tough and woody.
The bales are two to four feet long and about two feet
square. They are stacked like bricks, one bale deer with
the joints staggered. Mortar can be used; man-high wood-
en poles are driven through the bales to hold them firmly
together. The roof is usually a wooden frarme with shin-
gles. The insulating properties of baled hay are obvious.
Equally obvious drawbacks include its fire hazard and the
fact that hay is a choice breeding ground for many insects.

Skin and Fabric:  Skins or woven fabrics stretched over
a light portable framework have provided shelter for no-
madic people throughout the ages. In the surmmer fabric
tents are cooler than skin tents, although in the rainy sea-
son skin tents are far more waterproof. Typical materials
include buffalo hide, woven sheep and goat hair, feit and
canvas, and sheep and goat skin. Commonly available in
the United States, canvas is easy to work with, cheap,
covers space quickly, and lights with a translucent glow.
It is relatively shortlived (five to ten years), biodegrada-
ble, and can be rendered water- and fire-resistant. Cool
in the summer, canvas can also be adapted to winter con-
ditions with proper insulation and a heat source.

Implications

The more we do for ourselves, the greater our indi-
vidual freedom and independence. But rather than tum
our backs completely on present-day fechnology, we
should seek a responsible and sensitive balance between
the skills and wisdom of the past and the sustainable prod-
ucts of the twentieth century. To strike this balance. we




have much to learn from the past. These so-called “prim-
itive” or “vernacular” structures, built by self-taught peo-
ple on the basis of experience acquired through genera-
tions, were in one sense ideal: they usually fulfiled the
needs and aspirations of a community in a design which
was both serviceable and timelessly beautiful.

All architecture testifies to the essential nature of its
creators, revealing through physical expression the pri-
vate history of a culture, its ongoing struggle for material
and spiritual survival. If the maintenance of human life is
based on economy, the first premise of community life is
the organization and upkeep of our resources, taking into
account both human needs and environmenial factors.
Most vernacular architecture reflects an organic relation-
ship to its setting; the buildings and inhabitants felt no
need either to dominate or to submit to their surround-
ings. They achieved a sort of mutual coexistence in accord
with the basic functions of both man and nature, a spon-
taneous and continuing experience of peoplehood within
a community of experience quite a bit larger than merely
human. We of the twentieth century have a long way to
go in reordering our priorities. We have yet to learn that
any significant departure from that greater community of
experience is, ir fact, pottution.
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ELECTRICITY

Windmills, dams and solar cells
Demythologizing volts and watts
Figuring your elecirical needs

Mezsuring wind and water:
what you need to know and how to know it

Choosing equipment:
what you need to get and where to get it

Getting ready for the day
when phoiovoltaics are cheap
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SMALL-SCALE GENERATION OF ELECTRICITY
FROM RENEWABLE ENERGY SOURCES

Generating Your Qwn Electricity

ost of us living in the United States have be-

come so accustomed to cheap, abundant elec-

trical power, available at the flick of a switch,
that it is usually considered an absolute necessity. While
it would probably be quite easy for some people to give
up air conditioners, dishwashers, trash compactors, and
that amray of silly electric gadgets that are supposed to
make our lives easier—electric toothbrushes, carving
knives, can-openers, tie racks, and the like—it is more
painful to contemplate doing without the hi-fi, electric
lights, and refrigerator. People, of course, have done with-
out all these things during most of our country’s history,
and indeed the majority of the world’s people stiil does
without them today. So they aren'’t necessary-—but they
are pice.

The question is, do we have to contribute to the long
and growing list of environmental insults associated with
the centralized production of electricity just to enjoy a few
relatively sirmple pleasures? Isn't there some way to avoid
not only the inflationary spiral in the price of energy but
also help turn this country away from our dangerous de-
penderice on imported arid nuclear fuels?

This chapter explores in some detail three ways of
doing just that. Small-scale generation of electricity from
the wind or from a siream can be a realistic alternative
right now, given the right gecaraphic conditions, and elec-
tricity from the sun, generated with photovoltaics, is just
around the comer.

At this point it is useful to point out that electricity is
a very high-quality form of energy. By this we mean that
it is extremely versatile; it can be used, for example, to
power a motor, process information in a computer, heat

and illuminate our rooms, electroplate the chrome onto
our bumpers, and create sound and images in our enter-
tainment equiprment. Try to imagine doing all that with
any other form of energy (low-temperature heat, for ex-
ample) and you'll get an idea of what a marvelous tool
electricity is.

In order to be as energy-efficient as possible, it is
important to try to match the quality of an energy source
to the particular task that we have at hand. It makes little
sense to generate high-quality electricity in order to meet
a low-quality energy demand such as healing water. For
cooking and space heating, you should turn to alter-
natives such as solar power and methane, saving the
electricity for tasks where its unique properties are re-
quired. In other words, plan on using as litile electricity
as possivle.

Obviously, something as useful as electricity is not
without its price, even if you generate it yourself. The
price combines doilars with physical and mental effort,
and the three can be traded off, one against the other. To
produce it cheaply, you must become involved with your
energy. Some of you will now be receiving your first ex-
posure to electrical theory; it may not be the easiest of all
exercises, but hang in there. The concepts are relatively
simple and the calculations will be kept on a level that
you should be able to handle with a minimum of pain.

Some Basic Electricity

The amount of theory required to design a home electri-
cal system is fortunately small. One need only understand

35




the relationships between five basic concepts: current,
voltage, resistance, power, and energy.

Consider the very simple electrical circuit of Figure
3.1, which consists of a battery and a resistance load {e.g.,
a lightbulb) connected together by some wire conductors.
The battery forces electrons to move through the circuit
and, as the electrons move through the load, work is done
(in this case the bulb emits heat and light}. The number
of electrons passing a given point in the circuit per unit
time is called the current. Current is measured in amperes
(amps, for short) where one amp corresponds to the flow
of 6.24 x 108 electrons per second.

/ o T

(a) battery and {oad

current ! {amps)

—

+
battery = =——"=—

v (voits)
-

{b} circun diagram

ioad resistance
A {ohms)

Figure 3.1 A simpie electrical circuit.

In this battery-driven circuit, the electrons are always
moving in the same direction down the wire; this is called
direct current (dc). The current that you get out of the
wall plug at home is alternating current {ac), in which the
electrons head in one direction for a short time, then
turn around and head back the other way for a while.
This back-and-forth movement is characterized by its fre-
quency, how many times it changes direction; in the
United States thet frequency is 60 cycles per second (now
called 60 Hertz}. Power companies prefer to work with
ac because it is easier to generate and because it is easier
o change the voltage from one level to another, which
they must do to avoid heavy losses in their transmission
lines.

Back to our circuit. The battery supplies a certain
amount of voltage. Violtage is a measure of the “pressure”
that is trying to force electrons down the wire. Increasing
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the voltage across a given load will increase the current
through the load. Voltages are measured, handily enough,
in volts and these may aiso be either ac or dc. A car
battery typically puts out 12 volts d¢ and the wall socket
voltage is somewhere between 11{ and 120 volts ac.

The load in our circuit is characterized by its resis-
tance to the flow of electrons. The amount of this re-
sistance depends upon the material, its composition,
thickness, density, temperature, etc. Insulators have very
high resistances while conductors have very much lower
resistances. The resistance is measured in ohms (and giv-
en the symbol ).

So now we have voltages, currents, and resistances.
The equation relating the three is known as Ohm’s law
and states that

E.3.1 V=IR
V is voltage in volts, [ is current in amps, and R is resis-
tance in ohms. For example, a 12-volt battery will supply
6 amps to a 2-ohm load.

As electrons move through a load, they do work:
lighting a lightbulb, turning a motor, heating a toaster,
etc. The rate at which work is done is known as power
and it is measured in watts or kilowatts (KW), where 1
KW equals 1000 watts (some useful conversions; 1 KW
equals 1.34 horsepower equals 3412 Btu/hr). It is inter-
esting to note that the power equivalent of consuming
3000 food calories per day is about 150 watis—so you
might say the human body is rcughly equivalent to a 150-
walt machine.

The electrical power (P) consumed in a load is equal
to the product of the current tiirough the load multiplied
by the voitage across the load:

E. 3.2 P=WV
Ahlernative forms, P = I?’R and P = V2R, can be derived
from Ohm’s Law

The final parameter of importance is electrical en-
ergy. Energy is simply the product of power and the
length of time that the power is being consumed. Electri-
cai energy is measured in watt-hours or kilowatt-hours
(1000 watt-hours equals 1 kilowatt-hour equals 1 KWH).
For example, a 100-watt bulb buming for 5 hours uses
500 watt-hours or (1.5 KWH of energu. A typical house in
the United States consumes about 550 KWH per month;
hopefully you will be designing your syster: to supply
much less than this.

And that’s about it! With this smali amount or theory
we can go a long way, so let’s get started.

Resistance Losses in the Wire

Let us illustrate the r lationships from the last section by
considering an ofte: overlooked, but impeortant, aspect




of electrical design—the losses in the wires which connect
a power source (e.g., a battery) to the load. We will see
the advantages of using high-voltage sources, heavy
connecting wires, and short distances between source
and load.

Example: Calculate the current in the circuit of Figure
3.1 when the battery voltage is 12 volts and the load is
receiving 120 watts of power. Compare the current to that
which would result if the same amount of power, 120
watts, is being delivered from a 120-volt battery.

Solution: For a 12-volt battery:
P 120 waits

1= = 12 voits

= 10 amps

In the case of a 120-volt battery:

120 watts

120 voks 1 O™P

Now, compare the losses which would be encoun-
tered in the connecting wires in each of the two above
cases. The wires have some resistance to them, cali it K.
Then the power lost in the wires, which is given by
P, = I2R., will be 100 times as much in a circuit with |
equaling 10 amps as in one carrying only 1 amp! By
raising the system voltage by a factor of 10, from 12 volts
to 120 volts, losses in the connecting wires have been
decreased by a factor of 100. In other words, the higher
the system voltage, the lower the line losses. This is why
electric companies, which must transmit power over
hundreds or thousands of miles, raise their voltages on
the transmission lines as high as they possioly can—some
lines today carry 756,000 volts and lines are under de-
velopment that will carry two million volts! And this is
why, in your home electrical system, 120 volts is recom-
mended over a 12-volt system, especially if you intend to
suprly a fair amount of power.

How much resistance is there in the connecting wire?
That depends on the length of the wire, the diameter of
the wire, and whether the wire is made of copper or alu-
minum. Wires are specified by their gauge—the smaller
the gauge (or wire number), then the bigger its diameter
and, consequently, the lower its resistance. House wiring
is usually No. 12 or No. 14, about the same size as the
lead in an ordinary pencil. To connect your windmill to
your house, you may end up having to use very heawy,
very expensive wire, such as No. 0 or No. 00 {sometimes
written as 1/0 or 2/0), with a diameter of arcund one-
third of an inch. Table 3.1 gives some values of wire
resistance, in ohms per 100 feet, for various gauges of
copper and aluminum. Copper is standard and preferred,
though aluminum is sometimes substituted because it is
cheaper. Also given is the maximum allowable current for

copper for the most common types of insulation, Types
T, TW, RH, RHW, and THW. The most common wire in
use is Type T, though Type RHW is often used for heavy
currents. You must not use wire that is too small; it can
overheat, damage its insulation, and perhaps even cause
a fire. Moreover, wire that is too small will cause you to
lose voltage in the wire so less power will be delivered to
the load. To calculate the maximum voltage drop in the
wire, you need to know the wire gauge, the length of the
wire, and the maximum current that it will carry.

Table 3.1 Characterisitcs of Wire

Resistance Max Current  Max Current
Wire {ohms per 100 ft  Types TTW Types RH.REW
Gauge Diameter at 68°F) Copper THW Copper
AW.G. (inches) Copper Aluminum (ampsj {famps)
000 04096 (.0062 0.0101 195 200
00 0.3648 0.0078 0.0128 165 175
0 03249 0.0098 0.0161 125 150
2 02576¢ 0.0156 0.0256 a5 115
4 02043 0.0249 0.0408 70 85
6 0.1620 0.0395 0.0648 55 65
8 0.1285 0.0628 0.103 40 45
10 0.1019 0.0999 0.164 30 30
12 0.0808 0.1588 0.261 20 20
14 00641 0.2525 (_).414 15 i5

Example: Suppose our voltage source (battery or gen-
erator) is delivering 20 amps through No. 12 copper wire
to a load 100 feet away. Calculate the voltage drop in the
wire.

Saolution: From Table 3.1, No. 12 copper wire has a
resistance of 0.159 ohms per 100 feet. Since the load is
100 feet away from the source, there must be 200 feet of

wire (to the load and back) with a total resistance of
R, = 2 x 0.159 = 0.32 ohms
The voltage drop in the wire is therefore
V, = IR, = 20 amps x 0.32 ohms = 6.4 volis

If our voltage source in this example were 120 volts,
then we would be losing about 5 percent of the voltage
in the wires (leaving 113.6 volts for the load)—quite a bit
of loss, but perhaps acceptable. If the source were only
12 volts, then more than half would be lost in the wires—
clearly unacceptable!

As an aid to choosing the proper wire gauge, we have
prepared Figure 3.2, based on allowing a 4 percent volt-
age drop in the connecting wires {electricians customarily
shoot for a 2 percent drop, but we'll ease up a litle here).
A 4 percent voltage drop in a 120-volt system is about
5 volts; in the 12-volt system it is about half a volt. In
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either case, the load wiil receive about 8 percent less pow-
er than it would if it were located right next to the source.
Figure 3.2 gives the maximum distance between :ource
and load, for varying wire gauges, which keeps the wire
voltage drop under 4 percent. The vertical axis on the left
gives distances for a 120-volt system, ~nd the axis on the
right gives it for a 12-voit systern. If you wan: to allow
some other voltage drop you can still uise this graph—for
example, if you want only @ 2 percent voltage drep, mul-
tiply the distances on the graph by (.5; fo. a 6 percent
drop, multiply distance by 1.5.

Maximum Distance: 120-voll system (feet)
Mazimum Distance 12-dal' system (leet)

Maximum Cuirent aimps)

Figure 3.2 Maximum distance from voltage source to lcad for 4 per-
cent voltage drop in connecting wires; for 12-volt and 120-volt systems
using copper wire (see also Table 3.7).

Example: Choose the right wire to allow 20 amps to
be delivered to a load 100 feet away from a 120-volt
source, alfowing a 4 percent voltage drop.

Solution: From Figure 3.2 at 20 amps, we see that
No. 12 wire is good only to about 80 feet, but that No.
10 can go to 120 feet. So choose No. 10 wire.

Calculating Your Energy Requirements

The “design” of a small-scale electrical generation sysiem
is going to be a matter of matching your needs and your
money supply to equipment (which you may be able to
build, but which you are likely to have to buy). When you
plugged into your giant utility company, you never had
to worry about overloading their generators when you
turmed on an appliance. The home systems we are talking
about here are different. If you want to spend lots of
money, you can set yourself up with a system able to
meet all conceivable demands. If you want to get by,
spending as little as possible, you must have a clear idea
just what your energy demands are likely to be, so that
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you can pick the cheapest system to meet those needs
adequately. It would be extravagant to install a system that
can supply 600 KWH per morith if you are only going to
use 100 KWH. And it would e frustrating to spend a lot
of money on a system that . too small, so that your ice
cream keepns melting in the refrigerator.

This section, then, is on estimating how m.auch electric
energy you may need. We will then tumn to choosing an
appropriate wind, water, or photovoltaic system to meet

- those needs.

The place to start your demand estimate is with some
old utility bills. They wil! tell you, month by month, how
mant- kilowatt-hours you presently consuine. Examine at
least onc {ull years worth of bills since demands vary
considerably with the seasons. Uniess you have an air
conditioner, suniner demands are probably much lower
than winter dernands, as suggested in Figure 3.3. if your
present lifestyle is comparable to that for which you are
designing, then you have taken a big step towards a re-
alistic estimate. If you don't have a year’s worth of old
bills lying around, phone your utility cornpany and they
will supply you with the required information from their
records. But be prepared to cut a lot of waste out of your
consumption. For example, on the first pass you may
decide you want about 300 KWH per month to be sup-
plied by a wind-powered system—but when you discover
that wind systems cost about $3000 per 100 KWH, you
may just back off a bit and start thinking small.

200 T T T T T T T T T T

180 | 4
160 /

190 | J
120 L ]
100 | i

80 | =

monthly energy demand {KWH)

60 o Rk

40 | .

20 b 5

month

Figure 3.3 A sample of monthly electrical energy demands (summer
demand is usually fower than winter).




The second approach to figuring your monthly en-
ergy demand is to calculatz it from the energy demands
of each appliance. Table 3.2 lists typical power require-
ments for a number of electrical appliances. To figure
energy demand for an appliance, vou must estimate the
number of hours the appliance is used in a month and
multiply that by the number of watts that the appliance

equals watt-hours. But there are some refinements which
we can make to this procedure. First, the wattage figures
given in Table 3.2 are averages; when at all possible, you
should use the actual ratings that are given cn your own
appliances. There is usually a nameplate somewhere with
the power consumption stamped right on it. Sometimes,
instead of giving the watts required, the nameplate

Table 3.2 Approx‘mate Monthiy KWH Consumption of Household Appliances Under Normal Usage

Household Rated Monthly Household Rated Monthily
Appliance Watis KWH Appliance Waits KWH
Air conditioner (window;j 1300 105 Qil burner or stoker 260 31
Blanket. electric 17¢ 12 Radio 80 7
Broiler 1375 8 Radio-phonograph 105 9
Clock 2 15 Range 11,720 102
Clothes dryer 4800 80 Roaster 1345 17
Cofiee maker 850 8 Refrigerator {12 ft3) 235 58
Cooker (egg) 500 1 Refrigerator- “eezer (15 ft%) 330 70
Deep fat fryer 1380 & Refrigerator-freezer (frostless, 15 it%) 425 135
Dehumidifier 240 32 Sewing machine 75 1
Dishwasher 1190 28 Shaver 15 0.1
Electrostatic cleaner 60 2 Sun lamp 290 1
Fan {2tic) 375 26 Television (black and white, solid state) 75 9
Fan {circulating) 85 3 Television (color, solid state) 115 14
Fan {furnace) 270 30 Toaster 1100 3
Fan {roll-avout) 205 9 Vacuum cleaner 540 3
Fan (window; 190 12 Waffle iron 1080 2
Floor polisher 315 1 Washing machine {automatic) 375 5.5
Food blender 250 1 Washing machine (nonautomatic) 280 4
Food freezer {18 %) 300 130 Waterbed heater 300 100
Food mixer 125 1 Water heater {standard) 3000 450
- Food waste disposer 420 2 Water heater {quick recovery} 4500 480
Fruit juicer 100 0.5 Waler pump 3356 H
Frying pan 1170 16 Motor Slze Rated
] gﬁ:’gﬁgluﬂ:f | Ogg 1;_ 5 In the Slop (horsepower) Watts
. Hair dryer 300 05 Bandsaw 0.50 660
 Heat lamp (infrared) 250 1 Drill {portable, 367 0.20 264
" Heat pump 9600 —— (press) 0.50 660
Heater (radiant) 1300 13 Lathe (12-inch}) 0.33 660
Heating pad. 60 1 Router 0.75 720
Hot plate 1250 8 Sander (orbital) 0.20 300
Humidifier 70 12 (polisher) 1.50 1080
Incinerator 605 55 Saw (circular) 1.66 1080
Iron (hand) 1050 11 {saber) 0.25 288
Tron (mangle) 1525 13 {table) 1.60 950

draws during operation. For example, if you play a radio
{80 watts! an average of 1 hour per day, then during a
month’s time {30 days} it would consumz 30 times 80
wait-hours or about 2.4 KWH. If you do this calculation
for each applance and add up the results, you can come
up with the needed figure.

As an example of how the procedure goes, consider
Tablz 3.3, modeled for a quite modest home. Some of
the big users of electricity—electric stcve, water heater,
or space heater—are not on this list since their energy
should come from other sources (the sun or methane gas
perhaps). The total of 42 KWH per month works out to
about 5 KWH per day, which is about one-fourth of the
American average.

So, this is the basic procedure-—watts times hours

will give the current drawn; for example, “2A° would
mean 2 amps. To get power, multiply that current by 115
volts {e.g., 2 amps x 115 volts = 230 watts). Another
source of power ratings for appliances not in our list
are department store catalogs such as the one Sears dis-
tfributes.

You can also use your home’s watt—hour meter to
measure the actual power consumption of any given ap-
pliance. The horizontal disk in your meter rotates at a
speed which is proportional to power consumption. If you
look at the meter face {see Figure 3.4) you will see a
calibration factor K, that is equal to the watt—hours of
energy consumed per revolution of the disk. So by timing
the rate at which the disk tums and using the K, factor
you can determine the power consumption.
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Table 3.3 Example of Monthly Energy Demand Calculation

Power Usage Energy
Appliance (watts) (h / th) (KWH/ th)

Clock 2 720 1.4
Refrigerator-Freezer 330 — 70

Sewing machine 75 15 11
Radio-phonograph 105 60 6.3
Television 115 90 104
Toaster 1100 5 55
Washing machine 375 2 .8
Table saw 950 5 4.8
Lights (5 at 60-wati) 300 140 42.0

Total: 142 KWH/month

Figure 3.4 The Factor Kh on a watt-hour meter equals watt-hours
per revolution of the disc.

Try it. Turn off all your lights and unplug all your
appliances so that your meter completely stops. Then
tum on several lights with known power demand, say four
100 —watt light bulbs, and with a watch measure the num-
ber of revolutions per minute (N}. See if it checks out with
this formula:

E. 3.3

Plwatts) = N(rev) « Kﬁ(wattnhr) X 60 (min)
X rev

min hr

With that reassurance you can go ahead and measure
the power consumption of any other electrical device in
your home. It is important to go through the extra step
of comparing a fairly well known load like a lightbulb
against the formula because for buildings with large power
demands the meter sometimes records only a fixed frac-
tion of the total power consumption. In those cases you
need to multiply K, by a “transformer factor” to get actual
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power consumed. This shouldn’t be the case for a single-
family residence, so for most of us Equation 3.3 is fine.

Example: With all other appliances off, and just a table
saw running, we time the electric meter and find it takes
7Y% seconds per revolution of the disk. The meter says
K, is 2. What power is being consumed?

Solution: Using Equation 3.3
P {watts} = _LE X OS—e_E X 2wat‘t-hr X 60m
7.5 sec min rev br
= 960 walts

Measuring watts and multiplying by our estimates of
how many hours a month the appliance is used is fine for
appliances that consume power when we turn them on
and stop when we turn them off. Thermostatically con-
trolled appliances, such as a refrigerator, are another
matter. A refrigerator is turned on all the time but the
compressor motor only runs some fraction of the time,
s0 knowing its power rating alone does not let us calculate
the energy consumed. As you can see from the sample
calculation in Table 3.3, the refrigerator is liable to be the
biggest single user of electricity in the house, which makes
it particularly unfortunate to have to rely on a single “av-
erage” value given in a table. Energy consumption in
refrigerators varies considerably, from brand to brand and
model to model, and you may have a refrigerator that
uses a lot more or a lot less than is given in the table. In
1961, the average refrigerator in the United States con-
sumed about 70 KWH per month; but, by 1969, with
increased size and such new gadgets as automatic tem-
perature control, automatic ice-cube makers, and auto-
matic defrosting, the average had increased more than
50 percent to about 110 KWH per month.

Most refrigerators today use quite a bit more than
that—some use nearly 250 KWH per month—but the
trend is reversing and there are now available a number
of quite efficient 17-cubic-foot refrigerator-freezers that
use less than 100 KWH per month.

A good source of energy consumption data for nearly
1000 different models of refrigerators and freezers is the
annual “Directory of Certified Refrigerator/Freezers” of
the Association of Home Appliance Manufacturers
(AHAM), available for $1 from AHAM, 20 N. Wacker Dr.,
Chicago, lllinois 60606. And, at last, such energy data are
finally being required on appliances as part of the De-
partment of Commerce’s Energy Labeling Program.

You can, of course, measure the energy consumption
of your refrigerator by simply unplugging all of your
home’s appliances except for the refrigerator for say a 24-
hour period and use the indicator dials on your electricity
meter to measure the daily KWH used.

Since the refrigerator may dominate your electric en-
ergy consumption estimates, you may want to consider




one powered by liquid propane (LP) gas instead. Such
refrigerators have been used for years and are common
now in the recreational vehicle industry. Not only can a
gas refrigerator cut your electric energy demands but it
can also save you money by reducing your peak poter
requirement. This is especially irnportant if you are using
an inverter to convert dc from a battery set to ac for the
refrigerator. At $1 to $2 per watt of inverter capacity, the
2000 watts or so of start-up power that the refrigerator
compressor motor dermmands may cost you several thou-
sand extra dollars in electrenic equipment.

We can further refine our demand calculations by
estimating their variation from month to month, or at least
from season to season. This will be necessary in order to
see how well matched our monthly supply (wind, sur,
stream flow) is to our load. i you're lucky, months with
higher demands (winter, probably) will correspond to
months with higher supplies {storm winds?).

Unless you are relying on the utility for backup
power, you may need to separate your demands into
“essential” and “convenience” categories. You may want
to design your main elecirical suppiy system to always
meet the essential portion of demand and to meet the
. convenience portion whenever conditions are reasonably
good. During those periods when the main system can't
supply all of the convenience load, you can either do
without or you can switch to a small auxiliary back-up
.unit to supply the power. Using this approach, you can
“get by with the smallest expenditure of money and still
“have a very reliable system. Later, when we work through
some designs for a wind systern, you'll see how to handle
this calculation.

Finally—we’ll mention it here and discuss it later
when we look at inverters—you may have to identify sep-
arately those appliances which can run on dc or be mod-
“‘ified to run on dc from those that must be supplied with
ac. If your energy storage mechanism is batteries and
batteries supply dc only, any appliance requiring ac will
require a special piece of equipment called a dc-to-ac
inverter. These inverters take power themselves, so we
must raise our estimate of energy required by any ac
appliances anywhere from 10 to 70 percent to include
losses in the inverter. Consequently, to minimize energy
requirements, you may want to run as much on dc as you
can. But, don’t worry about this factor yet; wait until we
get to inverters.

That summs up the technique for calculating energy
demand. You will prebably run through the calculation
several times as you balance apparent needs with what
is available and what you can afford.

One final step remains: to estimate the maximurn
power to be drawn at any one time. We need this figure
to pick our wire size and also as a check on the maximum
current drain from the batteries. Furthermore, the same
technique will be used for picking the proper inverter. It
is simple—-just look through your list of appliances and

estimate the total number of gadgets liable to be turned
on at the same time. For example, suppose that it is eve-
ning and the TV is on (115 watts); five 60-watt light bulbs
are burning {300 watts); the refrigerator is on (330 waitts);
the blender is blending (290 watts); and someone starts
using the table saw in the shop {950 watts). The total
power demand will be

P... = 115 + 300 + 330 + 290 + 950 = 1985 watts

If we have a 120-volt system, the r1aximum current will
be

P’,,,_ﬂx _ 1985 watts
~ 120 volts

Loax = v = 16.5 amps

From Table 3.1 we see that No. 14 wire carries a maxi-
murs current of 15 amps, but No. 12 will carry 20; choose
No. 12 wire. Checking Figure 3.2, we see that No. 12
wire will allow the source and load to be about 80 feet
apart and still lose less than 4 percent of the voitage in
the wires.

Notice that a 12-volt systen: would be entirely im-
practical for this much power. The wire would have to
carry 165 amps, so you’d probably need to use No. 3/0
wire, which is 0.4 inches in diameter—imagine wiring
your house with that!

Electricity From the Wind

Humankind has been utilizing the energy in the winds for
thousands of years, to propel sailboats, grind grain, and
pump water; and, perhaps surprisingly, we have been us-
ing it intermittently for the generation of electricity for
over seventy-five years. During the 1930s and 1940s,
hundreds of thousands of small-capacity wind-electric
systems were successfully used on farms and homesteads
in the United States, before the spread of the rural elec-
trification program in the early 1950s. In 1941 one of the
largest wind-powered systems ever built went into oper-
ation at Grandpa’s Knob in Vermont. Designed to pro-
duce 1250 kilowatis of electricity from & 175-foot-
diameter, twe-bladed prop, the unit had withstood winds
as high as 115 miles an hour before it catastrophically
failed in 1945 in a 25-mph wind {one of its 8-ton blades
broke loose and was hurled 750 feet away).

The ease and cheapness with which electricity could
be generated using fossil fuels caused interest in wind-
electric systems to decline; it has only been in the last few
years that interest has revived——for use in both smail-scale
home systems and large central utilities. When the first
edition of this book was written only a few wind-electric
systemns were on the market, but by the beginning of 1980
there were at least two dozen manufacturers of small sys-
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tems. In addition the government and utilities have
become interested and machines with roters as large as
300 feet in diameter, capable of generating as much as
3 megawatts each, are now operating. Wind farms
consisting of hundreds of such units will soon be feeding
the utility grids with electricity that will be as cheap as can
presently be obtained from fossil and nuclear plants.

Our interest here, however, is in small systems ca-
pable of supplying a modest amount of electricity, to one
house or maybe a small cluster of houses. Before we get
into details, let us state some genera! conclusions. First,
it is quite unlikely that you are going to be able to generate
electricity at a cost that is competitive with the current
price of utility-generated electricity. Even in areas with
quite high windspeeds, even if you install the system your-
self, and even if you include state and federal income tax
credits, you will be lucky to generate electricity for less
than about 10 to 15 cents per KWH. Compared to elec-
tricity which, across the United States, ranges from about
3 to 10 cents per KWH, on the surface it would appear
that the economics are something less than spectacular.

If, however, you are willing to include in your calcu-
lation the likelihood of substantial increases in future elec-
tricity costs, a wind-eleciric system in many circumstances
may represent a sound economic investment.

For example if you want to provide electricity to a
rural site presently without it and your choice is between
a wind-electric system, a fossil-fueled engine-generator
set, or getting the power company to bring in several
thousand feet of wire and poles {(at roughly $5000 to
$10,000 per mile), then the wind generator will not only
be the most ecologically gentle systern, but it will probably
also be the most economical. As a rough rule of thumb,
if wind speeds average at least 10 miles per hour, and
power lines are at least a half mile away, then wind-eleciric
systems are economically sensible alternatives.

What about homebuilt versus off-the-shelf compo-
nent systems? Homebuilt systems are reasonably cheap
and provide a great deal of invaluable practical experi-
ence. They teach you to appreciate the “features” in a
commercial systemn, but they take a great deal of time to
build, are not nearly as reliable, and won't last as long as
commercial units. They also provide only a very limited
amount of eiectricity per month. If you want to provide
only enough energy to run a few lights and maybe a
stereo or TV a few hours a day, a homemade system
assembled out of quite readily available parts {automobile
alternators, telephone pole towers, hand-crafted propel-
lers, etc.) can be sufficient. You may be able to generate
20 to 30 KWH per month for a total system cost of under
$1000.

To go into sufficient detail to enable you actually to
build such a system takes more space than we have avail-
able here; such plans are quite readily available elsewhere
(see Bibliography). We will, however, be sketching out
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most of the considerations that are involved in planning
small homebuilt units.

If you add a refrigerator to your load, along with a
few lights and some entertainment equipment, then you
are out of the do-it-yourself category and into the com-
mercial products market. We'll present later a surnmary
of precisely whats available, along with approximate
costs.

Finally, a note here about what to call these wind-
electric systems. Strictly speaking, a “windmil!” is 2 wind-
powered mill used for grinding grain into flour, calling a
machine which oumps water or generates electricity a
“windmill” is somewhat of a misnomer. Instead, people
are using more accurate, but generally clumsier, termi-
nology: “wind-driven generator,” “wind generator,” “wind
turbine” “wind turbine generator” (WTG), and so on, but
it looks like “Wind Energy Conversion System” (WECS)
is going to win out as the official term. A small system of
the sort we're interested in here is then referred to as
a SWECS.

Wind Energy Conversion Systems

Before we begin looking in detail at each of the compo-
nents that make up a complete system capable of con-
verting wind into electricity available at the wall outlet, let
us briefly consider major system types as diagrammed in
Figures 3.5 to 3.9.

Figure 3.5 illustrates a completely self-contained sys-
tem for use in a remote site where utility power is not
available. It includes battery storage and a standby gen-
erator 10 cover periods when the load demands more
electricity than the wind is currently providing. The bat-
teries provide direct current only and, while some loads
can run directly on d¢, many cannot and it is therefore
necessary to include an inverter, An inverter converts de
to ac with the proper voltage and frequency to run such
loads as tvs and ac motors. Since the inverter is costly
and itself consumes energy, it is usually desirable to design
the system io minimize the inverter size by running as
many appliances as possible on dc. The house must then
be wired with separate wall plugs for dc and ac.

The control box contains the necessary electronics to
interface the generator with the battery bank as well as
monitor the performance of the system. Included would
be a voltage regulator, which adjusts the output of the
generator so that it always supplies the proper voltage to
the batteries, Without this regulation, the generator volt-
age would vary with the speed of the rotor and the bat-
teries could be damaged.

Control boxes also often include provisions for
dumping excess power inio a resistance load (such as an
electric water heater) once the batteries become fully
charged so that the energy is not wasted. Finally, to pre-
vent excessive discharge of the batteries, the control box
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Figure 3.5 Self contained wind-eleciric system.
should either disconnect the load or automatically start
the auxiliary when battery voltage drops to a preset level.
Figure 3.6 illustrates a much simpler system which
can be used when utility electricity is available to supple-
ment the wind system. Notice that the batteries, standby
system, and inverter are replaced by what is called a syn-
chronous inverter and, moreover, that the need for sep-
arate ac and dc wiring systems within the house is elimi-
"nated {write to Windworks Inc., Rt. 3, Box 44A,
. Mukwonago, Wisconsin 53149 for further information).
_These are significant simplifications that greatly reduce
“ the total cost of the system and make even city systems
. economically feasible. The synchronous inverter converts
de power from the WECS into ac and feeds as much
power as is needed af that time to the load. Any excess
power gets fed back into the utility grid givingyou a KWH
- credit, any deficit power is made up by the utility. In es-
. sence you are using the grid for your energy storage and
auxiliary backup.

Figure 3.7 For single phase loads of less than 40 amps the Gemini
synchronous inverter can simply be plugged into an electric range
outlet.

the inverter automatically shuts down thereby ensuring
that your WECS will not energize utility power lines dur-
ing a power outage. While this feature is essential for safe-
ty when lines may be down or under repair, it also leaves
you without any electricity during a utility outage.

With at least one synchronous inverter, the Sine-Sync
(Real Gas and Electric, PO. Box F, Santa Rosa, California
95402), it is possible to combine the features of battery
storage and utility backup as shown in Figure 3.8. The
advantage here is that during utility outages the synchron-
ous inverter acts like a conventional inverter and gener-
ates ac power from the dc battery storage bank so you
are not left without electricity. Finally, another advantage
occurs if you are billed by the utility according to the time
of day that you utilize their power. By locking out utility
backup power during peak generating times you can
avoid the high costs of peak power.

T

generator
. k. I utility po-Jer fines

Figure 3.6 A Simplified WECS using a synchronous inverter.

The synchronous inverter can either be wired per-
manently to the circuit breaker box in the house or, for
small systems, it can be plugged into a standard electrical
range outlet as shown in Figure 3.7.

The synchronous inverter utilizes a control signal,
taken from the utility lines, to establish the frequency and
. phase of the inverter output. Without this control input

. Generator

&
[

P

baltery storage

Figure 3.8 A WECS utilizing a synchronous inverter with battery
storage.

Obviously any of these schemes for utilizing the util-
ity for backup and storage requires their cooperation.
They must buy your surplus electricity by law; however,
they do have a right to require any safety features and
power matching characteristics in the equipment that they
deem necessary. A special electric rate schedule needs to
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be applied; ratcheted watt-hour meters that separately
measure energy sold to them and energy bought from
them may be required. Well before you get heavily into
the design of your system you should contact the utility
and develop a cooperative relationship.

One way to reduce the possibility of utility interfacing
difficulties is to use th=m only as a backup for your equip-
ment and not as a means of energy storage. Rather than
seiling thern excess energy you may choose to utitize it
yourself in a lower priority load such as a water heater.

Figure 3.9 shows one way that this can be done. This
system utilizes a modified synchronous inverter and a
prioritized set of loads. The first priority load would typ-
ically consist of lights and appliances within the home. If
at any iime the WECS is not supplying enough power for
this first priority load, then the synchronous inverter acts
in its normal fashion to draw power from the utility to
make up the deficit. If, however, the windplant is gener-
ating power in excess of this demand, then instead of
sending it back onto the grid, the power gets dumped into
a lower priority load such as a large hot-water storage
tank used in the home’s solar water or space heating sys-
tem. Second priority loads differ from first priority loads
in that they never call on the utility for backup.
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Figure 3.9 A synchronous inverter modified to send extra WECS
energy to a second priority load rather than back to the utility.

Complementing an active solar water or space heat-
ing system with the excess WECS output can be an in-
credibly effective ploy. In clear weather the solar system
heats the house, but during those stormy periods when
the solar collectors are useless the wind system may be
cranking out enough power to carry the house through.

This leads us to the question of just how much power
is available from the wind. After we have answered that
one we will be able to proceed with the process of match-
ing components to the needs of your house.

Power in the Wind

Since it is a relatively straightforward calcuiation, let us
sketch out the derivation of the formula for the power
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contained in the wind and the arnount of that power that
can be extracted by a WECS.

The kinetic energy (E) contained in a mass (m) of air
moving at a particular velocity (v) is simply E = zmu?.
If we consider the mass of air passing through an area
swept out by the windplant fan {A} in an amount of time
{t), then m = pAut, where p is the air-mass density. Since
power is energy divided by time, the final expression for
the power (P) contained in the wind is

_ pAr

E. 3.4 P 5

Notice the power goes up as the cube of the wind speed,
so that doubling the wind speed results in eight times the
available power! Thus if some cross-sectional area of wind
contains 10 watts at 5 mph, then it contains 80 watts at
10 mph; 640 watts at 20 mph; and 5120 waits at 40 mph.
Or, another way to look at it is that one hour of wind at
say 20 mph has the energy equivalent of 8 hours of wind
at 10 mph or 64 hours of wind at 5 mph. A one-hour shot
of 20 mph wind thus has more energy than over two-and-
one-half days of 5 mph wind!

In order to evaluate this equation we'll nzed to know
something about the density of air, p. At sea level and
60°F the density, call it p,, is 0.00237 slugs per cubic foot
{or 0.0763 pounds per cubic foot or 1.22 kilograms per
cubic meter). Letting K, represent an altitude correction,
and K a temperature correction, we can write

E. 3.5 p = poKaK7
Table 3.4 summarizes these factors. Notice the impor-
tance of the altitude correction factors. For example, the
power in a given cross-sectional area of wind at 7500 feet
is only about three-quarters the power at ground level,
which will reduce the output from your wind machine
considerably. On the other hand, the temperature correc-
tions are more modest, affecting the answer by maybe
10 percent one way or another as we stray from the 60°F
noim.

So far we have only dealt with the power in the wind.
How much of that power can we actually convert to elec-
tricity? If we let e represent that conversion efficiency we
can write the following equation for electrical power gen-
erated:

E. 2.6 P, = YeepAv® = Yeep K.KrAU®
Plugging in a convenient but mixed set of units, if we let
A'be expressed in square feet, v in mph, and P, in watts,
our equation reduces to

E. 3.7 P... = 0.005eK.K-Av®

* Or for a horizontal axis wind machine with prop diameter




Table 3.4 Air Density Correction Factors*

Altttude (ft) 0 2500 | 5000 7560 | 10,000
K, 1 0.912 0.832 0.756 0.687
Temperature (°F) | 0 | 20 | 40 | 60 80 109
K, 1.130;1.083|1.040| 1.00 | 0.963 | 0.929

Notes: a. ARer Park. Wind Power for Farms, Homes and Small Industry.

, in feet, equation 3.8 becomes

E 38 Py, = 0.004eK.K:D?v?

Notice that power generated goes up as the square of the
prop diameter, so doubling the diameter quadruples thz
output.

Example: For a wind machine with a 13.6-foot uiam-
eter prop and an overall efficiency of 25 percent, e= imate
the electrical power generated at 7500 feet and 20°F if
the wind speed is 22 mph.

E-fution: Using altitude and temperature correction
- factors from Table 3.4 in equation 3.8 resuits in

- Pgen = 0.004 x 0.25 X 0.756 x 1.083 % (13.6)2 x {22)?
- Pyen = 1612 watts

: It is possible to show that the maximum efficiency
that any windmill can have is e = 0.593 or 59.3 percent,
and that this occurs when the wind speed is slowed by
two-thirds as it passes through the blades. Aciual wind-
mills, of course, have much lower efficiencies than this
maximum. A well-designed rotor, for example, will exiract
about 70 percent of the theoretical maximum wind pow-
“‘er. Furthermore, some power is lost in the gearing, which
is about 90 percent efficient. And then the generator itself
‘may be orly 80 percent efficient (and that’s a pretty good
ome), Since efficiencies are multiplicative, we can say as
a reascnable estimate that wind generators are at best
* only about 30 percent efficient (e = 0.593 x 0.7 x 0.9
.x 0.8 = 0.3) in converting wind power to electrical pow-
.“er. Or, stated another way, windplants have efficiencies of
- about 50 percent of their theoretical maximum (0.7 X
09 x 0.8 = 0.5). Both of these ways of expressing ef-
ficiencies are commonly used, so it is important to know
whether it is the percent of total wind power or of the
theoretical maximum that is being referred to.
Making the assumption of a system efficiency, g,
- equal to 30 percent, we have plotted power generated for
various rotor diameters in Figure 3.10. Notice the rapid
increase in power output at the higher wind speeds and
+'also note how little power is lost if a system simply “throws
away” winds under absut 8 mph (which most do).
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Figure 3.10 Power output for various wind speeds and motor
diameters agsuming efficiency of 50% of theoretical maximum. Also
included is a 27-square-foot, 20% efficient Savonius rotor.

Example: The Whirlwind “Model-&" wind-driven gen-
erator has a 10-foot diameter prop and is rated at 2000
watts in a 25-mph wind at sea level and 60°F. What is the
system efficiency, e, under those conditions? If e holds
constant for other wind speeds, estimate the power this
machine would produce in a 10-mph wind at 7500 feet
with the temperature at 20°F.

Seolution: Solving equation 3.8 for the efficiency, e
gives us
e = _ Pan
0.004K.K:D?v®
2000
€= 0004 x1x1x102x25 0.32 = 32%

Assuming this efficiency helds, we estimate the output
under the new co.ditions io be

0.004eK K D?v?
0.004 x 0.32 x 0.756 x 1.083 x 16° x 10°
105 watts

pgen =

Since wind generafors are so responsive to higher
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wind speeds, it makes sense to try to locate the plant in
the best possible winds. One way is to place it on top of
a tall tower, since wind speeds increase with altitude. The
amount of increase is, of course, dependent on conditions
at your own site; but to give you some idea of how much
might be gained, Standard Handbook for Mechanical
Engineers (Baumeister) gives the following relationship
for the variation in wind velocity {v}, with increasing height
(H) on an uncbstructed plain:

E. 3.9

v, is the velocity at some reference height H,, and nis an
exponent that varies with wind speeds, but for our range
of interest (5 to 35 mph) can be taken to be 0.2.

Since power varies as the cube of velocity, we can
rewrite the above as a power ratio, where P is the power
at height H and P, is the power at height H.:

3n
E.3.10 P_(H
P, H,

Without a pocket calculator it is tricky to work with
{ractional exponents, so we have plotted this last equation
in Figure 3.11, using a reference height of 5 feet. The
figure indicates, for example, that there is about 3 times
the wind power at 30 feet than there is at 5 feet, even
though the wind speed is only about 1.4 times as great.
Notice that we can use this graph io help estimate the
marginal gain which might be obtained in going from one
height to another.
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Figure 3.11 Increase in wind velocity and power with increasing
height {unobstructed plain, referenced io 5-foot height).
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Example: Use Figure 3.11 to estimate the increase in
power which might be expected by increasing tower
height from 30 {feet to 30 feet.

Solution: At 80 feet there is about 5.3 times the power
as at 5 feet; at 30 feet there is 3 times the power. Hence
by going from 30 feet to 80 feet we gain by a factor of

about 5:;,—3, or about 1.8.

Now for a warning and some trade-offs. The warning
is that our formula is approximate and holds for an unob-
structed plain only. Your site may be hilly and have bush-
es, trees, and buildings scattered around. So, before de-
signing around this height bonus factor, you should make
confirming wind-speed measurements at various heights
on your own site.

The trade-offs are the increased cost of taller towers
and increased losses in the connecting wires. The latter
is less important and can be compensated for by using
heavier {(more expensive) wire. But towers are quite ex-
pensive, running somewhere around $20 per foot for a
typical guyed tower in the 30- to 80-foot range {1980
prices).

Energy from the Wind

Now that we know how to estimate the power {watts). that
a wind-driven generator will deliver at any given wind
speed, we can move on to techniques for estimating the
amount of energy (watt-hours) that a system will deliver
each month. We have already learned how to calculate
our menthly energy requirements, and now we'll learn
how to use local wind information to match a wind-driven
generator to those requirements. This section of the chap-
ter presents the real heart of the wind-driven generator
design procedure. We are going to take a bit of a zigzag
route but, by the end of this section, we’ll have a simple
technique.

You're going to need to know something about the
winds at your chosen site, but precisely what information
do you need and how can it be obtained? Skipping over
the last half of the question for the moment, let us look
first at the kind of data that would be the most useful.
What you would like to have is a month-by-month indi-
cation of how many hours the wind blows at each wind
speed. If you had this data, you could calculate the power
output (watts} at each wind speed, multiply this figure by
the nurmber of hours the wind blows at that speed, and
then sum up the watt-hours from all the winds. This would
give the monthly energy that could be supplied.

This kind of data is routinely accumulated at mete-
orological stations all across the country and is usually
suramarized in either table or graph form. An example is
given in Figure 3.12, based on a 5-year average for Jan-
uaries in Minneapolis. The graph may be a bit tricky to




interpret if you're not used to statistics; it says, for ex-
ample, that the wind-speed equals or exceeds 15 mph .
abotit 20 percent of the time, 10.5 mph about 50 percent
of the time, and so on.
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Figure 3.12 Wind velocity duration curve and wind-frequency table
for Minneapolis in January (5-year average).

Let us calculate the amount of energy that we might
get from this wind. The exercise may be a bit tedious for
some, but dont worry; we z2re going to have a much
simpler procedure a bit later on. For those that are still
interested, there are some instructive points to be gained
from this example.

We need to introduce two facts at this point. First,
real wind-driven generators produce no oufput power
until the wind reaches a certain minimum value cailed the
cut-in speed. Below this speed the generator shaft isnt
turning fast enough to produce a charging current. And

“second, real generators are not able to produce more
power than their rated capacity without being damaged.
The speed at which the generator produces rated power
is called the rated wind speed, which we’ll denote by vp.
For winds which exceed the rated speed, commercial sys-
temns are usually designed so that the rotor spills some of
the wind; output power thus remains at roughly the rated
capacity, preventing damage to the generator. When peo-
ple talk abcut & 2000 -watt generator, for example, they
are referring to the power output at the rated wind speed
{which is usually somewhere around 25 mph). Finally, for
winds above the furling wind speed, the machine must
be completely shut down to prevent damage. Figure 3.13
shows the comparison between the maximum power the-
oretically available and the actual power out of a typical
wind systern.

Example: Calculate the energy that a 6000-watt wind
generator, having a cut-in speed of 8 mph and a rated
speed of 25 mph, would produce in January in Minne-
apolis, The rotor is 18 feet in diameter.

Cun,g

Power
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|
!
v,
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{culin speed}

5
{ rated speed) { furting speed)

Wind Speed

Flgure 3.13 Theoretical power outpu! from a WECS compared to
actual cutput.

Solution: We first need to estimate the efficiency of
this particular machine using Equation 3.8 at rated con-
ditions:

6000

= 0004 x 1 x 1 x (187 x (255 _ 0%%

e

We'll assume this efficiericy holds so that we can calculate
the power output at other wind speeds using Equation
3.8 (notice in this case the efficiency is close enough to
the 30 percent assumed in Figure 3.10 that we could read
power cutputs directly from the graph).

For each of the wind speed intervals given in the table
in Figure 3.12, estimate the following: (1) the number of
hours the wind blows in that interval {percent observa-
tions X 720 hours per month, (2} the average wind speed
in that interval, {3) the power delivered by the machine
at that average speed (Equation 3.8}, and finally {4) the
KWH delivered from wind in that interval (power times
hours). Sum the resulting KWH as has been done in Ta-
ble 3.5. Notice that there is no output below cut-in and
the output remains at 6 KW for winds higher than 25
mph.
So a iittle over 600 KWH could be expected. Not
much energy has been lost by not picking up winds below
8 mph. The amount of this lost energy tumns out to be
only 12.8 KWH, very smal! in comparison to 607 KWH.

Now we could do this calculation month by month,
but the drawbacks to this approach are fairly obvious: a
lot of calculation is involved and everything depends on
the required wind-distribution data. These data are often
available from a nearby airport or weather bureau. Also,
a number of years ago, the United States Department of
Commerce published a series of reports called Summary
of Hourly Observations for 112 cities across the country
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Table 3.5 Minneapolis Wind Data (6-KW Plant)

Avg.

Wind Wind Hours Output
Range % of Speed per KwW Energy
{mph) Observations {mph) Month (E. 3.8) (KWH)

0-3 8 15 57 0 0

4-7 27 55 195 0 0

8-12 34 100 245 0.4 98
13-18 23 155 165 1.4 230
19-24 7 21.5 50 39 195
25-31 2 280 14 6.0 84
32-38 0 35.0 0 6.0 4]

Tatal: 607 KWH

(that’s where our Minneapotis data came from), contain-
ing month-by-month wind summaries. That information
may be helpful if you live near one of the chosen cities,
but even then its usefulness is limited if you live on a site
where wind conditions are considerably different. You
might also try to get this wind data for your site by direct
measuremnent, but it would take years to accumulate
enough data to be statistically significant and the equip-
ment required to do the job is quite expensive.

But let us regain some perspective. There is no way
that we will ever be able to calculate accurately the
amouint of energy that the wind will provide. Wind is un-
predictable. We're going to have to live with a great deal
of uncertainty in our estimates, so it doesn’t make much
sense to calculate things out to the last decimal point.
There is a simple way to estimate energy obtainable when
only. the average wind speed is known. It is based on the
observation that wind-velocity duraiion curves such as the
one in Figure 3.12 tend to have very similar shapes; by
knowing only the average wind speed, the rest of the
distribution is more or less predictable.

It is possible, then, to apply some fancy computerized
mathernatical techniques, based on wind distribution
characteristics measure:; at many different locations, to
correlate expected wind-generator energy outputs with
average wind speeds.

Before we can apply this simple technique we need
to introduce the notion of the windplant’s capacity factor
(CF). The capacity factor is the ratio of the energy deliv-
ered over a given period of time to the energy that would
. have been delivered if the generator were supplying rated
pover over the same time interval, To illustrate, our pre-
vious example predicted that a certain 6-KW machine
would deliver 607 KWH over a 720-hour period in Min-
neapolis. Therefore iis capacity factor would be

607 KWH

CF = ERW x 720 ir

=014 = 194%

If we had a way to predict capacity factors, energy
delivered could be easily obtained with the following
equation:
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E. 3.11 energy delivered =

capacity factor X rated power X hours

Figure 3.14, based on correlations by Justus {see Bibli-
ography) is just what we need to predict capacity factors
and hence monthly energy delivered.
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Figure 3.12 Capacity factor as a function of average windspeed for
differing rated windspeeds. (Based on regression by Justus, 1978,
with cut-in windspeed = 0.4 V).

In the figure, capacity factor is plotted against average
wind speed with rated wind speed as a parameter. While
the correlation assumes a cut-in wind speed of 0.4vx (for
example, an 8 mph cut-in for a machine rated at 20 mph)},
if your machine has a different cut-in speed it won't
change the results significantly.

Example: Estimate the energy which a 6-KW genera-
tor, with rated wind speed of 25 mph, would supply in a
month’s time when the average wind speed is 10.5 mph.
{This is our Minneapolis example again.)

Solution: Interpolating within Figure 3.14 for v; = 25
mph, it looks like the capacity factor will be about 0.13.
A 6-KW generator would therefore be expected to supply
about

6 KW x 0.13 x 720 hr'/mo = 562 KWH/mo

This estimate is about 11 percent lower than the 607
KWH per month calculated earlier. Such differences
should further remind us that all predictions of windplant
performance are going to be at best fairly crude.

Example: What size generator rated at 24 mph should
be chosen to supply 200 KWH per month when average
wind speeds are 12 mph? With a 30 percent efficient plant
what prop diameter would be required?




Solution: From Figurz 3.14, the capacity factor at 12
mph is 0.2, therefore

. 200 KWH/mo
generator rating = 0.2 X 720 hrima 14 KW
From Equation 3.8,
1400 N
D = [0004 < 03 x (24)3] =902 fEet

Example: Which wind generator will deliver more en-
ergy in an area where winds average 12 mph: a 1-KW
machine rated at 20 mph, or a 2.5-KW machine rated at
28 mph?

Solution: According to Figure 3.14, the 1-KW ma-
chine should deliver about

0.31 x 1 KW x 720 hrimo = 223 KWH/mo
while the 2.5-KW machin z would deliver about
012 x 25 KW x 720 hrimo = 216 KWH/mo

The two machines pui vut approximately the same
amount of ~nergy in spite of the fact that one generator
is much bigger than the other! Don’t be misizd by con-
sidering only generator ratings—they must always Le con-
sidered in conjunction with the rated wind speed of the
whole plant in order to make any comparison valid.

This last example points out the importance of the
rated wind speed of a generator. The lower the rated wind
speed, the greater will be the energy output per kilowatt
of generator. So why don’t manufacturers use much lower
ratings? To lower the rated wind speed, a manufacturer
must use a bigger {and hence more expensive) fan and
must increase the gearing ratio (which also increases the
cost). Also, if the average wind speed is fairly high, then
a low rated speed means that much of the high-powered
winds will be dumped and wasted because the generator
is too small. There is, then, a problem in optimization
when it comes to designing a windplant from scratch. One
study indicates that, for sites with average winds around
10 mph, a low rated wind speed—around 15 to 20
mph—is best. For average wind speeds of 15 mph, it is
_ best to use a 25-mph rating,

If you're not designing from scratch {very likely) and
merely picking components, then you must simply com-
pare windplant costs for equal monthly KWH delivered,
following the technique outlined in the last example. To
further assist you we have prepared Table 3.10, which
lists a number of machines along with their likely KWH
output for 12-mph average wind speeds,

Notice that you cannot estimate monthly energy
merely by calculating the power out of the generator at
the average wind speed and then multiplying this figure
by 720 hours per month. The cubic relationship between

power and wind speed makes speeds greater than the
average have much more importance than speeds less
than the average; such an estimating technique will give
answers which are too low. There is a crude rule of thumb
which suggests that energy per month is about two to
two-and-one-half times the value which would be ob-
tained by multiplying the power output at the average
wind speed by the number of hours in the month.

Measuring the Wind

While month-by-month velocity duration curves for your
site (averaged over several years) would provide the best
information for determining what energy the wind could
supply, such data are rather difficult to obtain. The re-
quired instrumentation is expensive and the time required
to obtain statistically significant data is probably prohibi-
tive. Moreover, the year-to-year variation in actual winds
is enough to invalidate any precise calculations. So we
may as weil do something less precise, but easier.

We have seen that good energy estimates can be ob-
tained from average wind speeds—data which are quite
a bit easier to obtain. We recommend that you attempt
to determnine monthly average wind speeds over as many
months as you can and then with the use of data from
any nearby weather stations (such as airports, US.
Weather Service stations, military installations, National
Park Services, local air pollution agencies, and so on)
estimate likely long-term averages for your site.

The procedure would be as follows. For each month
that you measure an average wind speed find out whether
the average wind speeds being recorded at the nearest
official station are running above or below normal, and
by how much. You adjust your measurements up or down
accordingly under the assumption that if it was windier
than normal at the local station it has probably been win-
dier than normal at your site. This will enable you to
crudely approximate many years’ worth of measurements
for a given month with only one month’s worth of data.

If you can do this comparison for all 12 months of
the year then you should have a reasonable data base
from which to estimate likely windmill outputs. If you can
only take a few months’ worth of data then see if there
is a correlation between your measurements and the local
station’s measurements. Both sets of data should be con-
sistent with respect to each other. Maybe yours is always,
say, 20 percent higher than theirs. Then you may take
their long-term average wind data for the months you've
missed and adjust it to your site fin this example, by raising
it 20 percent). This way you get the benefit of many years’
worth of measurements without having to accumulate
them yourself.

By careful examination of Figure 3.14, we can see
the importance of obtaining a fairly accurate estimate of
average wind speeds. Very roughly, the amount of energy
which can be supplied doubles for a 3-mph increase in
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average wind speed. The difference between a successful
design and a disappointing one can therefore rest upon
the difference of only a few miles per hour in our estimate.

There are several approaches to mzasuring wind
speeds, varying from crude estimates based on the ob-
servation of physical phenomena to accurate and expen-
sive measurement equipment. Table 3.6 gives some qual-
itative descriptions which may be helpful to get a feel for
various wind speeds quickly.

Table 3.6 Qualiltative Description of Wind Speed®

Wind Speed
{mph) Wind Effect

0-1 Calm; smoke rises vertically.

2-3 Direction of wind shown by smoke drift but
not by wind vanes.

4.7 Wind felt on face; leaves rustle; ordinary vane
moved by wind.

5-12 Leaves and twigs in constant motion; wind
extends light fiag.

13-18 Raises dust, loose paper; small branches are
moved.

19-24 Small trees in leaf begin tc sway;, crested
wavelets form on inland waters.

25-31 Large branches in motion; whistling heard in
telearaph wires, umbrellas used with
difficulty.

32-38 Whole trees in motion; inconvenience felt in

walking ageinst wind.

Notes: a. From Stendard Hendbook for Mechanical Engineers (Baumeister and Marks)

A better approach is to buy a simple hand-held wind
gauge. Dwyer markets one for about $10 which is avail-
able from many boating, hobby, and scientific instrument
supply houses as well as your local wind equipment dis-
fributor.

About the most you can hope to do with such simple
techniques, though, is to try to train yourself to estimate
wind speeds by their feel fairly accurately. Then you can
call upon your previous experience at the site to help
decide whether the winds are sufficiently strong to warrant
further, more accurate measuremenits.

Fortunately, the accurate measurement of average
wind speeds over a specified period of time not only vields
one of the most useful pieces of information we could
hope to get but it also happens to be one of the easiest
measuremenis to make.

A rotating cup anemometer spins at a rate that is very
nearly proportional to wind speed. This property not only
means that we can determine instantaneous wind speeds
by measuring the rpm of the cups, but more importantly
the average wind speed over a given period—a month,
for example—will be proportional to the total number of
revolutions during that time period. So if we have a cup
anermometer, attached to a counter that is calibrated to
indicate miles of wind that have blown by, we merely
divide the counter reading (in miles} by the number of
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hours that have elapsed between readings to get the av-
erage mph over that time period. If the counter has suf-
ficient capacity we may need to record data only once a
month if monthly averages are all that is desived.

Such a device is sometimes referred 12 as a wind
odometer or a wind data accumulator, and they are com-
mercially available for anywhere from about $100 to
$200. Several manufacturers (such as Sencenbaugh
Wind Electric,c, PO. Box 1174, Palo Alto, California
94306; and Natural Power, Inc., New Boston, New
Hampshire 03070} will even rent you one for about $15
to $20 per month.

It is possible, however, to make one of your own with
less than a day's worth of your time and a few dollars.
Basically the idea is to connect the rotating cups to a
counter. The ~ounter can be a simple mechanical one
capable of holding at least six digits and preferably seven,
with the shaft of the rotor directly connected to the count-
er as shown in Figure 3.15. The disadvantage of this de-
sign is that with the anemometer mounted on a high pole
it may be impossible to read the counter without taking
the pole down each time.

Figure 3.15 A roating cup anemometer with mechanical counter.

It is highly desirable to be able to leave the anemo-
meter at the proposed height of the windplant and still
take data at ground level. The sketch given in Figure 3.16
will help you to build such an odometer using a cheap
hand calculator modified both to count the revolutions
and to display them.

The mechanical portion of the anemometer, up on
the nole, is made with two foot-long #1s-inch-diameter
brass tubes pushed through a 1%%z-inch long, "ie-inch
square brass tube, all of which is mounted on a shaft with
some bearings. You can use a small model car motor, as
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Figure 3.16 An anemometer with remote readout.

we have suggested in the figure. The motor is used only
for its bearings, so find one that spins fairly easily. The
tubes and motor can be obtained at most good hobby
shops. The cups are readily available containers from
L eggs pantvhose. A weather-protecting shroud over the
motor is made from an aluminum beer can, cut off and
turned over. (Don’t use a steel can or it will adversely
affect the magnetic field which is used to sense rotations.)

To put this part of the anemometer together, first drill
the holes in the square center tube and the aluminum
can. Stagger the holes in the square tube so the cross
arms pass one over the other. Push the cross arms through
one side of the can, then through the square tube and
out the other side of the can. Solder the tube joints and
seal the can penetrations with glue. Drill holes in the cups,
slide them over the arms, and glue them in place.

Turn the anemometer over and melt some solder into
the square tube. Insert the shaft of the motor, being care-
ful to obtain as accurate an alignment as possible. Stick
the motor housing into a hole on the end of a 1%%-inch
diameter wood pole and glue it in place. The mechanical
portion is now finished.

The electrical portion of the anemometer consists of
a reed switch and magnet coupled {0 a modified hand
calculator, The reed switch is glued or taped to the top of
the pole within the rotating aluminum can. The magnet
is glued to the inside of the can so that when it passes
over the reed switch it pulls the contacts together, “mak-

ing” the circuit. With every rotation of the can the switch
contacts make and break once, and what we need is a
way to count these pulses.

There are electromechanical counters on the market
for about $25 that could count these pulses, but such
counters typically consurne about 5 watts of power con-
tinuously While that may not sound like much, it is
enough to drain most car batteries in about a week’s time,
which would make it pretty difficult for us to make our
system totally portable.

We could build up a low-power-consumption elec-
tronic circuit to count and display these pulses, but te do
this, even with sophisticated integrated circuits and light-
emitting diode (LED) displays, would be fairly time-con-
suming and expensive.

A really slick solution is to modify an inexpensive
hand calculator to make it add up the counts and display
the total. Some of these calculators go for only $5 to $10,
which is a real bargain considering the sophisticated cir-
cuitry that you get. The modifications that you'll need to
make to the calculator take only a few minutes and do
not affect its continued use as a calculator. We will see
that we can use the calculator not only to add the revo-
lutions of the anemometer, but we can also automatically
work in a calibration factor that lets the display read out
in miles of wind directly if we want.

First, what kind of calculator can you use? You need
one that has the right kind of logic. Try this on your cal-
culator before you bust into it. Push the “1” key then ‘he
“+" key then a string of “ =" signs. If every time you hit
the “=" button the display adds one to the iotal then

~ you've got the right kind of logic. What we're going to do

is have the closing of the reed switch, in essence, push
the “=" button each time the anemometer revolves.

The second factor to consider in choosing a calculator
is how fast it drains its batteries. If the anemometer is to
be located where you can simply plug the calculator into
a socket then you needn’t be concerned about battery
life. In that case a calculator with either an LED display
(red numbers) or a fluorescent display (green numbers)
is best. These calculators can keep up with the anemo-
meter at wind speeds of up to about 40 or 50 mph. They
do draw about 0.2 to 0.3 watts, though, which means
they'll run their own batteries down in only a day or so.
You can buy a hefty rechargeable battery of the proper
voltage and get about a month’s use between charges,
which is a satisfactory solution.

On the other hand a liquid-crystal display {L.CD) cal-
culator uses very little power, and its tiny batteries are
usually good for anywhere from about one-and-one-half
to three months' worth of constant use before needing to
be replaced. For a totally portable anemometer an LCD
calculator is probably the way to go. The problem with
LCD calculators is that they begin to lose accuracy for
wind speeds above about 25 mph. If you're in a very
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windy spot the anemometer will slightly underestimate
the average wind speed as a result. If an LCD is your
preference, be sure to get one that doesn’t have an au-
tomatic power-off feature. Many do.

Having picked your calculator, you need to open it
up (carefully) and peer inside. Your task is to figure out
what happens in there when the equal key is pushed. If
you are using an LED or fluorescent display calculator
what you’ll see is illustrated in Figure 3.17. The keyboard
will be connected to the logic board with about 16 wires—
all lined up next to each other. Set a multimeter to read
ohms of resistance and with the two probes determine
which pair of these 16 wires has high resistance with no
keys pushed and zero resistance when the “=" key is
pushed. With 16 wires there are potentially 120 pairs to
test, and if it takes more than 5 minutes to find the right
pair you're untucky.

keyboard

.

T

circuit board to convenient nodes for making your solder
connections. Solder your two wires, being careful to not
overheat the board. Run the wires to the reed switch and
you're done.

Calibration of your anemometer couldnt be easier.
Put it on a pole so it extends at least three feet above your
car, note the odometer reading in your car, and set the
counter to zero. Now go for about a 10-mile drive varying
your speed over the range of wind speeds you expect at
your site. Do a lot of 10-mph driving mixed with some

Figure 3.17 Determining which pair of wires corresponds to the
“=" key.

When you think you've found the pair check it cut
by pushing the “1” followed by “+” and then short the
pair of wires together several times to be sure it is count-
ing. If it checks out, solder a pair of wires to the two you
have found. Run the new leads out of the calculator and
connect them to the reed switch. Spin the anemometer
and check to see that the calculator properly totals the
number of revolutions.

An LCD caleulator looks a little bit different inside but
is even easier to modify than the LED or fluorescent units.
As shown in Figure 3.18, when a key is pushed it physi-
cally short circuits a pair of interlocking fingers on a print-
ed circuit board. Find the interlocking fingers correspond-
ing to the “=" key and trace their wiring on the printed
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Figure 3.18 Connections on an LCD calculator are made directly
to the printed circuit board.

runs up to 30 or 40 mph. When you get back divide the
counter reading by the miles driven, and you have your
calibration factor in counts per mile.

There will be a wind spead above which your ane-
mometer will lose accuracy due to the input-data fre-
quency limitations associated with the calculator electron-
ics. You could determine this upper limit by making higher
and higher speed runs unti! the calibration factor starts to
drop off.

Example: Suppose in calibrating your anemometer
you record 10,000 revolutions in a 13-mile drive (these
are realistic numbers by the way). What is the calibration
factor? If the anemometer is set up at your site and records




100 revolutions per minute, what is the wind speed? If in
a month’s time it aceumulates 5 million revolutions, what
is the monthly average wind speed?

The calibration factor is

10,000 revolutions

13 miles = 770 revolutions/mile

100 revolutions mile 60 minutes
minute " 770 revolutions hour
= 7.8 mph

The monthly average wind speed would be:

5 x 105 revolutions mile « month
month 770 revolutions 720 hours
= 9.0 mph

If you want to be clever you can work the calibration
factor directly into the calculator so that the output will be
miles of wind that have past rather than a total which is
just anemometer revolutions.

Example: For the above anemometer with 770 revo-
lutions per mile calibration factor, how can we get the
counter to indicate miles of wind directly?

Solution: One revolution corresponds to 0.0013 miles
of wind [¥470). On the calculator enter 0.0013 followed
by “+” followed by “— " Now each revolution will add
0.0013 to the display and the accumulated total will be
in miles of wind passing the anemometer.

For most commercially available wind odometers, the
counters are calibrated to indicate the number of Y5 of
a mile that have passed. This makes it convenient to ob-
tain current wind speed by merely measuring the number
of counts per minute. For example if in one minute’s time
the counter adds 16 to the total then the wind speed was

60 minutes
hour

1 miles y
60 count

16 counts
minute

= 16 mph

That is, 16 counts per minute corresponds to a 16 mph
“wind, and so on.

Example: For our anemometer how can we get the
counter to read with units of Yeo of a mile?

Solution: Using the calibration factor of 770 revolu-
tions per mile we can write

60 (Yo mile/mile) ( Yoo mile )

770 revolutions/mile revolution

If we enter “0.078” followed by “+” followed by “="
then every revolution will add 0.078 to the total, which
is equivalent to the addition of Yeo of a mile of wind.

For example, if the counter total is increasing at say
12 counts per minute then the wind speed is 12 mph. If
in a month’s time the counter indicates say 390,000 more
than it did at the beginning of the month, then the average
wind speed for the month would have been

P Y N

JYLUUU counis
month

” 1 miie < month
60 count 720 hours

= 9.0 mph

Finally it should be mentioned that rather sophisti-
cated commercially available wind-measurement equip-
ment is becoming cheaper and more readily available.
Natural Power, Inc. in New Hampshire, for example, mar-
kets wind-speed compilers for around $1000 that enable
velocity duration curves to be prepared easily. They also
manufacture a wind-energy monitor for under $500 that
you program with the power versus wind speed charac-
teristics of the wind generator you are going to use, and
the output is in KWH that the windplant would have pro-
duced from your wind. Also, you can buy just the ane-
mometer head itsed from Maximum, Inc. (42 South
Avenue, Natick, Mass. 01760).

When it comes time to set up the anemometer at
your chosen site, we recommend using a telescoping TV
mast with guy wires, turnbuckles, and ground anchors for
support. Be sure to set the bottom of the mast on a flat,
rigid surface with at least one square foot of area (like a
board), or else the downward force of the mast will grad-
ually push it into the earth. Figure 3.19 shows a typical
instaliation,

Figure 3.19 Example of a mast installation.

Besides determining average wind speeds on a
month-by-month basis, it is important to know something
about the highest wind speeds you may encounter. Most
windplants are designed to withstand winds as high as 80
mph and, if higher wind speeds are expected, there are
exfra-cost automatic controls which can be purchased.

53




Protection for winds of up tc 140 mph can be provided
with these devices.

Site Selection

Choosing the best site for the windplant involves a trade-
off between conflicting demands: keeping it near enough
to the house to minimize power loss in the connecting
wires, yet placing it far enough away from such obstruc-
tions as buildings and frees to get it into the best winds.
Obstructions which are higher than the windplant can
disturb the wind for several hundred yards behind the
obstacle and perhaps even 50 to 100 yards in front of the
obstacte. The plant should therefore be located out of
these disturbance zones. In hilly areas, the best spot is
probably close to the top of a hill; but if this is impossible,
it might be best to stay away from the hill altcgether.

The plant should be located as high as possible and
at least 15 to 20 feet higher than any nearby cbstructions.
it should not be placed on a roof; it couid overstress the
structure and probably will cause an unpleasant vibra-
tional noise. Figure 3.11 indicated the advantages of tall
towers; it is recommended that any tower be at least 40
feet high. At that height, winds may be 50 percent greater
than at ground level and the power output may be several
fimes as great.

These generalities cannot replace your own obser-

conclusion was that bafteries and load should be kept as
close together as possible to avoid losing too much battery
voltage in the line. (In fact, the batteries should probably
be located in or adiacent to the house.} We can perform
the same calculations to estimate losses from the gener-
ator to the batteries. The maximum current to expect from
your generator can be estimated by dividing the generator
rated power by its voltage. It is then an easy matter to
calculate line voltage drop (IE)} and line power loss (2R}
where R can be obtained from Table 3.1. To save you
that trouble we have prepared Table 3.7, which gives line
voltage and power losses for various values of current for
both copper and aluminum wire. Also a rough estimate
of wire costs has been included. Notice that aluminum
wire of a given gauge number is approximately equivalent
{in resisiance) to copper wire two gauge numbers higher
and costs roughly half as much (e.g., No. 4 aluminum
costs half of what No. 6 copper costs and has the same
amount of resistance). Therefore, when carrying :arge
currents over long distances, you will probably want to
use aluminum wire because it is cheaper. Lets do some
examples to get a feel for these numbers.

Example: Estimate the line losses for a 6-KW generator
in a 120-volt system if the generator is 1000 feet from the
batteries and No. 0 copper wire is used.

vations of the conditions that prevail on your land.  Solution: Maximum current will be about
Chances are either that your house is already biilt or that

you will be picking your house site based on other ciiteria o= 6000 watts _ 50 amps
(solar exposure, privacy, eic.); if you keep the windplant " T 120 volts P

within about 1000 feet of the house, then the number of
good sites in that range is probably limited. You might
hang ribbons or ping-pong balls on strings from poles
erected at these considered sites and then watch their
deflections with binoculars to see which site has the great-
est winds. Since you are now only interested in relative
conditions, you needn’t worry about actual mile-per-hour
compariscns.

The site should not be too far from the house, to
avoid long line losses or the expense of very heavy wire.
We have already seen how line losses can be computed
once the current and wire gauge are known. QOur earlier

From Table 3.7 we see that, at 50 amps, line losses
amount to about 10 volts (meaning the generator would
have to produce 130 volts to supply 120-voli batteries)
and about 500 watts (out of 6000 generated). And your
wallet would lose something like $2200 just to pay for the
wire! If instead we choose No. 3/0 aluminum wire, losses
are the same but now the price is about $950. Spending
nearly $1000 on wire and still losing nearly 10 percent of
our power suggests that 1000 feet is probably about the
maximum distance that you could afford to place this big
machine from its load.

Table 3.7 Connecting Wire Voltage, Power Losses, and Rough Costs per 100-foot Separation between Generator and Batteries

Copper Afuminum Wire Voltage Dirop {Volts!/100 ft) Wire Power Loss (Watts/100 ft)
Wire 2-Wire Wire 2-Wire I=
No. §$/100H No, $100ft | I@amps 20A 30A 40A 50A &0A 70A I=I0A 20A 30A 40A 50A &60A 70A
006 360 — — 0.12 024 038 05 062 074 086 1.2 5.0 11 20 32 44 [50]
00 300 0000 110 016 032 046 062 078 094 1.1 1.6 6.2 14 26 40 56 76
0 220 Q00 95 0.2 04 06 08 10 12 14 2.0 8.0 18 32 50 72 a3
2 140 0 70 0.32 062 094 12 16 19 22 3.2 120 28 50 78 102 144
4 95 2 42 05 16 15 20 25 30 35 50 200 44 80 124 180 240
6 6b 4 33 0.8 16 24 32 4G 48 — 8.0 320 72 128 200 288 —
8 45 6 25 1.2 24 38 50 — —_ — 120 500 112 200 — — —
10 28 — — 2.0 40 6.0 — — — — 20.0 800 180 — e — —
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Example: Pick a wire size which would result in no
more than a 2-volt drop from generator to battery in a
750-watt, 12-volt system. The tower is 50 feet high and
is 100 feet from the batteries. '

Solution: The total distance from generator to batter-
ies is 150 feet so the drop is

ﬂdﬁ = 1.3 volts per 1
150 feet i

0 feet

The generator voltage is 14 volts (12 + 2}, so maximum
current is about

750 watts
Lae = T4 vols 54 amps

In the table we see that No. 0 copper wire or No. 3/0
aluminum wire has a loss of 1.2 volts per 100 feet at 60
amps; this will be satisfactory. Our example suggests that
to keep a reasonable voltage drop in 12-volt systems,
they need to be much closer to the load (probably not
- much more than 100 feet away).

Rotors

There are many kinds of rotors which can extract power

from the wind. One way to classify them is whether they
- rotate about a vertical or horizontal axis. The two vertical-
-~ axis machines which are receiving the most attention
. these days—the Savonius rotor and the Darnrieus rotor
“{Figure 3.20)}—are actually rather old ideas, developed
“in the late 1920s. These rotors are interesting because
“they are always “headed into the wind”; there is no prob-
. lem tracking gusty winds which constantly shift directions.
“Moreover, the heavy generator can be securely mounted

on the ground and there is no need for slip rings to carry
_current from the generator to the wires connecting the
~ load.
: The Savonius, or S-rotor, rotates much slower than

R\

}
o

\

\ \ P
SN~

(8) Savonius Rutor {b) Darrieus Rotor

Figure 3.20 Tfwo vertical-axis wind machines.

a modem two- or three-bladed propeller and is less than
half as efficient in capturing the winds energy It must,
therefore, be geared up considerably to match the speeds
required by a generator and its cross-sectional ares {to
intercept the wind) must be quite large to make up for its
inefficiency. The machines require a large surface area of
material and so are heavy and hard to balance. Small do-
it-yourself units can be made out of 55-gallon drums (see
Hackleman’s nice booklet in the Bibliography), but they
deliver so little power that they hardly seem worthwhile.
For example, a machine made from three 55-gallon
drums stacked one on top of the other, having a cross-
sectional area of about 27 square feet and an efficiency
of about 20 percent of the theoretical maximum, pro-
duces about the same amount of power as a simple high-
speed prop with a diameter of less than 4 feet. Hackle-
man’s figures indicate that one such stack will probably
yield less than 10 KWH per month in 10-mph average
winds. Figure 3.10, in case you hadn't noticed, includes
an approximate power-output curve for such a unit. S-
rotors are not particularly appropriate for the generation
of electricity, although their good-torque, slow-speed
characteristics make them useful for such applications as
pumping water.

The other vertical-axis machine, the Darrieus rotor,
resembles a giant eggbeater. It has performance charac-
teristics that approach a propeller-type rotor and there is
reason to hope that present research efforts on these ma-
chines may soon result in a practical, econornical design.
However, they do have a problem with very low starting
torque, so some sort of auxiliary starting system is re-
quired.

There are many different designs for horizontal-axis
wind machines, but the one that probably springs to mind
when you hear the word “windmill” is that romantic old,
multibladed, slow-speed machine used all across the
country for pumping water. Because these machines have
many blades, they can develop a lot of torque (twist) in
low-speed winds and are well-suited to their application.
But they aren’t designed to utilize high-speed winds effi-
ciently, where the real power exists—to harmess them you
must have fewer blades. The fewer the blades, the faster
the propeller rotates to be able to extract power from the
passing wind. A high-speed prop having only two or three
blades provides the best answer to the high rpm require-
raents of a generator; consequently, this is what most
modern windplants have.

The efficiency of any rotor depends on the ratio of
the speed of the tip of the rotor to the speed of the wind.
This important quantity, called the tip speed rctio, is by
definition

2arN

E. 3.12 tip speed ratio =

where ris the radius of the rotor, N is the rotational speed
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{rpm}, and v is the undisturbed wind speed ahead of the
rotor. Figure 3.21 shows the power coefficients of various
rotors as a function of their tip speed ratio, where the
power coefficient is simply that fraction of the wind'’s pow-
er which th: rotor actually extracts. While we indicated
earlier that the maximum possible power coefficient is
0.593, Figure 3.21 shows that for lower tip speed ratics
even this cannot be achieved. As you can see, the Sa-
vonius rotor and the American multiblade windplants
produce maximum power at a tip speed ratio of about 1,
The high speed two and three blade props in the figure
reach their maximum cutput at a tip speed ratio of around
4 to 6 and their efficiency is more than double that of a
Savonius rotor.
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Figure 3.21 Typical power coefficients and tip speed ratios.

Knowing that a well-designed prop operates with a
tp speed ratio of somewhere around 4 to 6 can give us
some help in estimating the gearing that is required to
match the prop to a generator.

Example: Calculate the rotational speed of a 10-foot
propeller in 25-mph winds if the tip speed ratio is 4. What
gear ratio should be used to match it to a generator which
puts out its maximum power at 2500 rpm?

Solution: From the definition of tip speed ratio (re-
arranged), the speed of the rotor in 25-mph winds is

N = v X tip speed mtio
2ar
25 milesthr x 5280 ftimile x 4
© 60 minthr x 2m X 5 ftirev

= 280 rpm

The gear ratio should be 2500:280, which is about 9:1.

This example gives some rough values for rotor
speed, generator speed, and gear ratios that are fairly
representative of homebuilt systems using car alternators.
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Commercial systems are usually designed so that the gen-
erator turns much more slowly than the 2500 rpm in this
example. This design feature greatly increases generator
lifetime and reduces the gear ratic, but at the expense of
increased generator size and cost. Dunlite, for example,
uses a gear ratio of 5:1 to match a propturning at 150
rpm to a generator which produces maximum power at
750 rpm. And Elektro, on all but its largest unit, avoids
the problems of gearing altogether by running the pro-
peller shaft directly into their very slow-speed generators.

Whatever kind of rotor you use, provision must be
made to keep the machine from reaching dangerous
speeds in high winds. Although there are many ways this
can be accomplished, the techniques actually used for the
most part are based either on the idea of swinging the
whole machine more and more off the wind as wind
speeds increase or on some sort of mechanism that
changes the pitch of the blades,

Machines manufactured by Sencenbaugh Wind-
Electric utilize a very simple but effective technique to
swing them out of high-speed winds. The machine is
mounted to the side of the main axis of the tower, and as
winds increase the thrust acting along the axis of the pro-
peller-generator assembly simply pushes the assembly
around the tower and out of the wind. One of his ma-
chines under test at the Rocky Flats test center in 1977
survived winds in excess of 117 mph with no damage
whatsoever.

Another way to have the machine swing off the wind
is with an auxiliary pilot vane set parallel to the prop and
perpendicular to the main vane. As the wind builds up,
the force on this pilot vane eventually overcomes the
quiding force of the main vane and the whole machine
swings off wind.

Most bigger machines use the centrifugal force that
is created at higher rpms to change the pitch of the blades
automatically as the rated wind speed is neared, thereby
spilling the excess wind. Dunlite (Quirk’s), for example,
uses spring-loaded weights attached to each prop shaft as
shown in Figure 3.22. As the prop speed approaches the
desired maximum, the centrifugal force on the weights
overcomes the restraining effect of a magnetic latching
systemn and the weights swing outward, thus moving the
blades to a coarser pitch.

In addition to feathering or off-wind speed controls,
some safety mechanism must be included so that you can
halt the machine completely at any time. This can be
accomplished with a folding tail vane which will place the
propellers 90 degrees out of the wind,

Generators, Alternators, and Voltage
Regulators

So the wind gets the rotor spinning and the rotor’s shaft
is coupled into the generator and the generator produces
electricity. We know that a generator is characterized by
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-Figure 3.22 Dunlite centrifugal-weight blade feathering syster.

e number of waits that it produces at its rated wind
speed, and we know how to choose the correct generator
“rating for our energy needs. We also know that two dif-
“ferent generators can put out the same amount of power
at a given wind speed, but one may be loafing along at
“acouple of hundred rpm and the other is zooming at
-several thousand rpm. The slower the speed of the gen-
erator, the longer it's going to fast, the heavier it is, the less
gearing it requires to match the rotor, and the more it
: costs. In other words, a generator specifically designed for
.~ awind machine is going to look quite a bit different than
“. " the small high-speed jobs in your car.

' We also know that an altemator is a special kind of
generator; but to understand why altemnators are recom-
mended over other kinds of generators, we need to know
something about how they work. Whenever a conductor
(such as copper wire) passes through a magnetic field,
the electrons in the conductor experience a force which
fries to push them down the wire (creating a current). Any
generator requires these three components: (1) some wire
i windings, called the ammature, which carry the output cur-
“ . rent; (2} a source of a magrnetic field, which in very smalt

" generators may be simply a permanent magnet, but in
wind generators is always some field windings which must

be supplied with a small amount of control current (elec-
trical currents create magnetic fields); and (3} a way to
create relative motion between the armature and the field.
That motion is created by spinning a shaft called the rotor
within the stationary housing called the stator.

The big difference betweer an altemator and a dc
generator {Figure 3.23) is in the location of the arma-
ture—whether it is spinning with the rotor {dc generator)
or attached to the stationary stator (alternator). The ar-
mature, which carries maybe ten or tweniy times as much
current as the field, must som=how be connected to the
stationary wires which carry the current to the batteries.
In an altemator, the connection is direct since the arma-
ture is not rotating and this greatly simplifies the problem.
In a dc generator, however, the connection must be made

armaiure windings

rushes and /

commutator \ f +

connechion o
rotating armature

dc armature current

stationary field

dc field current ™

(a} a dc generator

\“:‘)
ac armature current

P Wi o

slaticnary
armature G
windings

de field current 4\ /

(b} an aiternator

brushes and
slip rings

cannection 10

rotating field

Figure 3.23 A dc generator {a) has a stationary field and a rotating
armature, and an aiternator (b) has a rotating field and a stationary
armature.
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from the spinning rotor via commutator segments and
brushes. The commutator and brushes take a lot of wear
supplying the large currents from the armature; to give a
reasonable lifetime between servicings, they must be
well-designed—which means expensive. So for reasons
of economy, lighiness, and durability, alternators have the
advantage. Moreover, for homebuilt systems, car alter-
nators have further advantages: they are able to charge
batteries at a lower rpm (typically 750-950 rpm, com-
pared to over 1000 rpm for a car generator) and they also
can supply more current (45-55 amps, compared to
around 25-30 amps).

In an alternator, the current generated in the station-
ary armature is ac and its frequency varies as the rotor
speed varies. Because it is variable frequency, we can't
use it directly ir. appliances that require 60-cycle current;
so we'll send it off to a battery instead. But if we sent ac
directly to a battery, it would charge the battery he'’ the
time and discharge it the other half—no good. To avoid
this problem, the current is rectified (converted to dc) by
silicon diodes mounted in the housing itself so that what
comes out of the alternator terminals is dc. (For you elec-
trical engineers, Figure 3.24 is included, which shows how
the 3-phase ac in the alternator is converted to dc.)

This takes care of the biggest part of the difficulty,
namely picking off the large armature currents. But what
about the small control current for the field which is spin-
ning with the rotor? It can be supplied via slip rings and
brushes and, since so little current is involved, this is not
much of a problem; you must only check and replace the
brushes periodically. Better still are the newer “brushless”
alternators. (Current in stationary field windings creates
a magnetic field which causes an ac current io flow in
exciter windings on the rotor. This ac is rectified to dc by
diodes mounted on the rotor and the dc creates the nec-
essary magnetic field for the stationary armature.) They
eliminate one of the few maintenance problems that wind
generators have.

But where does the field current come from? A dc
generator has enough residual magnetism in the field
poles so that some current is generated even if there is no

field current. This makes it possible to derive the field
current right from the output of the generator itself {a
shunt-connected generator). However, alternators and
some dc generators get their field current from the battery;
this presents & problem since, if the wind is not blowing,
the batteries can simply discharge through the field wind-
ings. To prevent this discharge, expensive systems use a
“reverse current relay,” while in the homebuilt system
some monitoring device, capable of sensing either pro-
peller rpm or wind speed, is used to tum on the field.

The device that controls the operation of the gener-
ator and regulates transactions between generator and
batteries is the voltage reguiator. The voltage regulator
regulates the output of the generaio by raridly switching
the field current on and offi, When the field is “on,” the
generator puts out as much curre:;. as it can; when it is
“off,” the output drops toward zero. The average output
is determined by how .nuch of the time the regulator
allows the field to be on.

The regulator insures that the generator output will
never be so great as to damage either the batteries or the
generator itself. Batteries can be damaged and their useful
lifetime shortened by charging them too rapidly or over-
charging them. The rate at which baiteries shouid ve
charged depends on the state of the charge already in
thersn—they can take a lot without heating and gassing
when they are discharged, but the charging rate must
taper off as they approach full charge. This is handled
autormaticaily by the voltage requlator.

The other function of the regulator is to allow the
generator output voltage to be adjusted to the proper
level to compensate for the voltage drop in the lines con-
necting it to the batteries,

Energy Storage

Since we can't count on the wind to be blowing whenever
we want o use electricity, and since the generator doesn’t
supply nice 60-cycle current at the proper voltage, a self-
contained systern must include some way to store energy.
While a number of storage techniques are theoretically
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Figure 3.24 Circuit diagram for an altemator showing the rectification of the 3 phase armature cumrent,
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possible—flywheels, electrolysis of water to produce hy-

*.drogen, pumped storage, and compressed-air storage—

"it is the old standby, the batiery, that presently offers the

" cheapest, most efficient, most convenient, and most read-
ily available storage option for home usage. It is certainly
0 be hoped that some better storage mechanism will soon
be available since batteries are a long way from being
ideal; they're expensive, bulky, and require a fair amount
of “tending t6”

For the time being, then, we are stuck with batteries
and our choice is primarily between lead-acid batteries
similar to the ones used in automobiles and nickel-cad-
mium (Ni-Cad) batieries iike those used in aircraft. While
Ni-Cads have certain advantages—they are not damaged
by moderate overcharging, are smaller, lighter and more
rugged, and are not affected radically by cold weather—
they are so expensive that lead-acid batteries are gener-
ally recommended.

Wiile lead-acid car batiteries could be used, these
have been designed to provide short bursts of high cur-
rent; subjected o the freque 1t deep discharging common
in a wind system, their lifetir e is seriously reduced. The
most practical alterna..ve is 11¢ long-life “stationary” or
“horme lighting” type of batry, designed for repeated

cycling from fully charged to fully discharged states. These
batteries will last for more than ten years under normal
windplant use and some claim lifetimes of nearly twenty
years under minimal discharge rates.

Batteries are rated according to their voltage and their
storage capacity. Each cell of a lead-acid battery nominally
produces close to 2 volts and, by arranging cells in series
{connecting the terminals plus to minus to plus to minus,
etc.), the cell voltages are additive so that any {even)
voltage can be obtained. For example, a 12-volt car bat-
tery has 6 cells in series: to obtain 120 volts, we would
need 60 cells in series or 10 12-volt batteries, or 20 6-volt
batteries, and so on.

The most important characteristic of a battery is its
storage capacity, and determining t\.e proper amount of
storage for a home system is one of the most important
parts of the design. The storage capacity of a battery is
measured in amp-hours at a given discharge rate. For
example, a 240-amp-hour battery with an 8-hour dis-
charge rate is capable of delivering 30 amps for 8 hours
before its output voltage drops below a specified level; it
would then have to be recharged. For discharge rates
longer than the specified 8 hours, the storage capacity is
increased (e.g., 20 amps could be drawn for longer than
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12 hours}; for faster discharges, the capacity is decreasec:
{e.g., 40 amps could not be drawn for 6 hours). Figun
3.25 shows an example of how much the capacity of
battery can change for differing discharge rates. Batteries
are usually specified for discharge rates of 8, 10, or 20
hours and it is, of course, important to know which you
have.
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Figure 3.25 The variation in amp hour battery capacity for differing
diccharge rates with the 8-hour rate equaling 100%.

While it is the capacity in amp-hours that is usually
given, we are really more interested in the amount of
energy stored. Energy has units of watt-hours (or KWH)
and, since watts are obtained by multiplying volts times
amps, we can figure the energy stored in a battery by
multiplying its amp-hour capacity by its rated voltage. For
example a 120-volt, 240-amp-hour battery setup stores
28,800 watt-hours (120 x 240 = 28,800) or 28.8 KWH.
If we were to use 7 KWH per day, the batteries would
store a bit over 4 days’ worth of electricity.

Example: Calculatethe batterycapacityrequiredto pro-
vide 4 days of storage if we have calculated our monthly
enzrgy demand to be 150 KWH for a 120-volt system.

Solution: 150 KWH per month equals about 5 KWH
per day so we want to provide

5 KWH/day x 4 days = 20 KWH
which, at 120 volts, works out to be

20,000 watt-hours
120 volts

= 167 amp-hours

So we need a 120-volt battery setup rated at 167 amp-
houre. If we are using 6-volt batteries, then we will need
20 of them, each rated at 167 amp-hours.

There are several guidelines concerning how many
days of storage you should attempt to provide; if too small
a storage capacity is provided, the batteries will be
charged and discharged at so rapid a rate that their life-
time will be reduced. As a rough rule of thumb, as long
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as the prolonged charge or discharge current does not
exceed 15 percent of the amp-hour rating, you'l! get max-
imum battery life. So you can use the maximum current
that the generator puts out to fix the minimum battery
capacity. As the following example demonstrates, you
simply multiply the maximum current by 7 to get mini-
mum amp-hours.

Example: Suppose we have a 2-KW, 12(-volt gener-
ator; what minimum storage capacity should be used? If
our load is estimated at 150 KWH per month, how many
days of storage does this correspond to?

Solution: The maximum current from the generator
will be

2000 watts

120 volts 16.7 amps

By the rule of thumb, batteries should have a capacity of
at least

16.7
015 = 16.7 x 7 = 117 amp-hours

which, at 120 volts, is equivalent to

117 amp-hours x 120 volts = 14,000 watt-hours

14 KWH

At the demand raie of 5 KWH per day (150/30), this
would supply

14 KWH

5 RWH/day ~ 2 days

This answer is fairly typical and indicates that you
should probably figure on providing at least two or three
days of storage. On the other hand, you should probably
not figure on storing more than about four or five days’
worth of energy for several reasons: (1} storage is expen-
sive (somewhere around $80 per KWH); (2) if your winds
are that bad, you should have a back-up system, a cheap-
er proposition than adding extra days of storage; and (3)
if you have too much storage capacity, the batteries will
be hilly charged only infrequently and this will reduce
their lifetime. They should be allowed io charge fully at
least once every szveral weeks.

Finally, we should say something about location of

" the battery setup. We already know it shou!d be as close

to the load (house) as possible, to reduce line voliage
losses. Moreover, baiteries are sensitive to temperature——
when cold, they cannot deliver as much of their rated
capacity as when warm (you’ve experienced this on cold
mornings in your car). For optimum performance they
should be kept at around 75—80°F. Given line voltage




losses and temperature considerations, batteries probably
should be kept in the house or in a well-insulated shed
adjacent to the house.

They should also be well ventilated since, during
charging, batteries release hydrogen and oxygen (gass-
ing) and hydrogen can be explosive. Finally, batteries
should be kept clean and dry, off the floor, and only dis-
tilled water should be used to maintain the proper level
of electrolyte.

DC-t0-AC Power Inverters

Batteries supply only dc; if all of your appliances could
operate with just dc, there would be no need for a dc-to-
ac power inverter And, in fact, a surprising number of
typical home loads can run directly off of 110 to 120 volt
dc: appliances which provide resistive heating (irons,
toasters, electric blankets, coffee makers, fry pans, hot
plates, waffle irons, and curling irons); incandescent
lights; and small appliances with “universal” motors, hav-
ing brushes and running on either ac or dc (vacuum clean-
ers, sewing machines, food mixers, shavers, and many
put tabie haind tools). In addition, some loads can be mod-
ified to use dc: fluorescent lights (which, by the way, put
out something like three times as much light per watt as
incandescents} arnd motor-driven loads where the ac mo-
tor can be replaced with an equivalent de motor.

There still remnain some important appliances which
need ac. Anything that uses a transformer {a hi-fi, TV or
- those high-intensity lights) needs ac; synchronous motors
(used in electric clocks and record players) and induction
motors {split-phase motors, capacitor-start motors—used
in heavier loads such as refrigerators and washing ma-
" chines) must have ac. To handle such loads, an inverter
is hecessary.

There are two kinds of inverters: the older, less effi-
cient, but decidedly cheaper rotary inverters which consist
of a dc motor driving an ac alternator; and the newer
solid-state electronic inverters. The biggest problem with
rotary inverters is their low efficiency, which may be only
about 60 percent even when they are putting out their
rated power; their efficiency drops even further for small-
er loads. If an appliance requires, say, 100 watts of ac
power which it gets from a 60 percent efficient inverter,
then the actual power drain from the battery is 167 wat'ts
(100/0.60 = 167). Thus our estimate of energy demand
by appliances which require ac would have to be upped
by almost 70 percent! Rotary inverters are a bit hard to
find except af surplus electronic supply houses—the spe-
cial Wind Power Access issues (such as Winter 1979} of
Wind Power Digest list some.

Electronic inverters are quite a bit more efficient and
require no maintenance, but they are fairly expensive—
something like $200 for a fairly small 300-watt, 12-volt
model to something like $5000 for a 3000-wait device.
Prices of inverters of a given size can vary considerably,

depending on how “smooth” the output is. The output
of less expensive units may more closely resemble a
square wave than the true sinusoidal ac that some sensi-
tive electronic loads may require. Electronic inverters
have fairly high efficiencies, usually ranging from about
80 to 95 percent. At 80 percent efficiency, the energy
estimate for ac appliances should be increased by 25 per-
cent {1/0.8 = 1.25) to account for inverter losses. Elec-
tronic inverters are available for either 12-volt or 115-volt
dc inputs.

Whether you choose a rotary or electronic inverter,
there is a certain amount of standby power that is lost any
time an inverter is tumed on—even if there are no ac
appliances drawing power. Hence it is desirable to include
a switch {manual or automatic) which will turn the inverter
on only when ac is needed.

Now, what size inverter should you buy and should
you get more than one? There are enough trade-offs here
beiween convenience, efficiency, and costs so that no ab-
solute solutions exist—you'll have to weigh the factors
and make your own decision. The least efficient but most
convenient system would be an inverter large enough to
supply your entire load with ac. Simply add up the max-
imum number of watts that are liable to be on at one time
{hopefully rot more than 2000 or 3000 watts), chunk out
about $5000, and you can then wire your house entirely
for ac. No messing around with modified appliances or
separately wired sockets for dc.

A cheaper variation is to separate your loads into
those that can run directly off baitery-supplied dc and
those that rnust use ac. Then figure the maximum ac
power that will be an at any one time and pick an inverter
which can supply that power. Qbviously the inverter will
be smaller and cheaper than it was in the first example,
and less power will be wasted because most of the load
operates from dc. But you must wire the house with sep-
arate outlets; also, you must be sure never to plug an ac
appliance into a dc socket, a mistake which can destroy
your appliance.

A third way to design a system is with separate small
inverters for each ac load or outlet. This can be the most
efficient choice, since inverter efficiency is highest when
it is supplying maximum power. If you have one 1000-
watt inverier and most of the time it is only putting out
100 watts for your hi-fi, then its efficiency will be poor
(and will drain those mrecious KWH you worked so hard
to accumulate}. If instead you have two or three small
inverters of a few hwundred watts each, each turned on
only as the deman:! arises, then efficiency is maximized.
To know whether this latter approach is worth it, you'll
need to determine—from manufacturers’ spec sheets—
the efficiency characteristics of inverters you are consid-
ering.

Besides such impaortant specifications as power out-
put, standby power drain, efficiency characteristics, volt-
age and frequency regulation, and wave shape, vou need

61




to determine the amount of surge power that the inverter
can handle. Motors on such heavy-duty appliances as
refrigerators and large shop tools have starting currents
which may be many times greater than their normal op-
erating currents {you’ve noticed your house lights dim as
the refrigerator kicks on?); you must be sure your inverter
can handle those fransients (good ones can). Batteries,
by the way, handle such surges witt: ease. Table 3.8 com-
pares the surge power to running power for vartous sizes
of induction motors and you can see the large increase
during starting. Universal motors, we might note, require
the same power to run as to start.

Table 3.8 Starting Power Compared to Running Power
for Various Motors*

Motor Size Running
{horsepower) Watts Required to Start Motor Watts
Repulsion
Induction Capacitor  Split Phase
1/6 600 850 2050 275
1/4 850 1050 2400 400
1/3 975 1350 2700 450
1/2 1300 1800 3600 600
314 1900 2600 — 850
1 2500 3300 wann 1100

Motes: a. From Electric Power From the Wind by H. Clews.

Finally, in what is probably the most significant recent
change in the viability of small WECS, if utility power is
available then you now have the option to replace the
batteries, separate ac and dc wiring systems, expensive
power inverter, and auxiliary backup with a single, rela-
fively inexpensive unit—the synchronous inverter {see
Figure 3.6).

The concept is not new—elevators, for example, have
long used similar devices for regenerative braking. During
downward travel the kinetic energy of the elevator is used
to turn a generator which returns power to the grid. Use
in wind energy systems began with the iniroduction of
the Gemini synchronous inverter manufactured by Wind-
works in Wisconsin. The Gemini is available in two sizes—
a 4-KW unit and an 8-KW unit—at about one-sixth the
per KW cost of conventional inverters. The capital cost of
the entire WECS system is usually only a bit more than
half that of a self-contained system with battery storage.

It should also be noted that synchronous inverters
can be used with other nonconventional generating
sources such as photovoltaics, and in fact this is likely to
be their more important application.

While these cost reductions are truly significant, we
must realize that these systems must compete with utility
prices. A self-sufficient system, on the other hand, costs
more but competes against higher cost diesel-generator
sets, 5o the relative economics are not much different.

Auxiliary Power

For a completely reliable system in the absence of utility
backup, you may need to include an auxiliary engine-
generator to charge the batteries during proionged pe-
riods of inadequate winds. Even if you are willing to do
without electricity occasionally, this back-up unit may be
necessary to return the batieries to their fully charged
condition periodically; by this precaution, the batteries’
useful lifetime is not decreased. Small auxiliary power-
plants usually burn gasoline, but some are available which
run on LP-gas, diesel, or natural gas, and it should be
relatively easy to get one to run on methane from a di-
gester.

Answering the questions of whether or not to include
a back-up power generator, and if you do, how big it

Table 3.9 Monthly Energy Supplies from 2-KW Wind Generator in San Francisco arnd Mizneapolis

Sar Francisco
Energy Wind Supply from
Demard Speed 2-KW Gen,
Month {KWH) {mph) (KWH)
Jan 160 82 100
Feb 170 88 110
Mar 1% 11.2 190
April 170 12.6 260
May 140 14.0 350
June 120 15.0 440
July 110 14.2 360
Aug 100 13.2 300
Sept 90 125 260
Oct 120 10.0 150
Nov 140 7.6 80
Dec 160 8.4 100
Monthly
Average 138 113 225

Minneapolis
Suppiy Wind Supply from Supply
Minus Demand Speed 2-KW Gen. Minus Demand
(KWH) {mph) {(KWH) (KWH)
-6 165 160 0
-60 11.0 180 +10
+10¢ 121 240 +60
+90 12.8 270 +100
+210 125 250 + 110
+320 11.7 220 +100
+250 98 140 +30
+200 95 130 +30
+170 106 170 +80
+30 11.0 180 +60
—-60 12.0 230 +90
-60 111 190 +30
e 11.3 197 —
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should be will in part depend on your analysis of month-
by-month wind speeds and load requirements. For ex-
ample, if your monthly winds and power demands are
relatively in balance, then a small backup unit would be
all that you would need. If, however, there is a big mis-
match and some months the windplant is just not going
to be enough, then a larger backup would be required.

To llustrate this point, consider the problem of meet-
ing the month-by-month demands given in Figure 3.3 in
both San Francisco and Minneapolis (both cities hétve the
same average wind speed). Table 3.9 gives monthily de-
mand and monthly winds for each of the two cities and
the corresponding KWH outputs of a 2-KW wind gener-
ator, and lists the differences between supply and de-
mand.

As you can see from the table, the 2-KW generator
would be sufficient in every month in Minneapolis and,
in most months, there is a good deal of exira power avail-
able. This “extra power” could help take the system
through months when the winds are less than average.
{Remember, when you see a long-term “average” wind
speed for some location for some month, approximately
half the iime the real monthly average will be less than
the long-term average—so overdesign is essential if you
want to minimize the use of standby power.) Our conclu-
sion is that, in Minneapoiis, the 2-KW generator would
almost always handle the entire load and an auxiliary
power source, if you had one at alf, could be small. A
standby source of 1000 watts (about as small as they
come)} would boost the supply by 30 KWH per month,
running only one hour per day, and that boost would
probably be sufficient.

Cn the other hand, in San Francisco the load and
supply are terribly mismatched. Winds are high in the
summer, when demand is low. In the winter, demand is
high and winds are low; there are four months for which
the generator alone is insufficient, You could increase the
size of the wind generator to meet winter demands but
the 2-KW unit is already capable of supplying two to three
times the summer demand. {With so much extra capacity
during the summer, you might consider using some of it
to heat water for your solar home. Each 100 KWH of
extra capacity per month is enough to raise the temper-
ature of 20 gallons of water by about 70°F every day—
easily one person’s hot-water needs.) It would be cheaper
to include a fair-sized auxiliary power unit and then figure
on running it an hour or so per day during the winter. You
should probably not choose a standby unit with greater
capacity than the wind generator: you may charge the
batteries at too fast a rate. In our example, a 2-KW stand-
by unit running one hour per day would give an extra 60
KWH per month, enough to carry us through the winter.

Gasoline-powered standby powerplants of appropri-
ate size (1000 to 6000 watts) cost on the order of $200
to $400 per 1000 watts. Prices vary, depending on such
quality factors as whether the model runs at 1800 rpm or

3600 rpm {the 1800-rpm units last longer and are more
expensive)} or whether it has manual or electric starting.
All of these units are generally unpleasant (they are noisy,
require maintenance, produce pollution, have relatively
short lifespans, and consume fossil fuels) and it would
seem advisable to plan your system so that the standby
is needed as little as possible.

These units produce good 60-cycle, 115-volt ac pow-
er, but if you want to connect one directly to your load,
remember that it must have enough capacity to handle
the maximum power drawn at any one time, including
the large suvge currents required by some motors to start
(Table 3.8). Frequently the standby will be too small to
be used in this way and instead will see service recharging
your battery setup. In this case, you’ll need to include a
full-wave bridge rectifier using silicon diodes to convert
the auxiliary ac to the dc required by batteries.

What is Available?

Since the “design” of most wind-electric systems consists
of matching component specifications to perceived re-
quirements, it is important to know what's available. As
was mentioned earlier, the number of small-WECS man-
ufacturers has increased at a fairly rapid rate over the last
few years, so any listing that we can provide here will
undoubtedly become outdated in the next few years. The
magazine W..«d Power Digest pericdically publishes spe-
cial Wind Access Catalog issues and that is your best
source of current information. At any rate, Table 3.10 will
give you an idea of the equipment available in 1980 as
well as the addresses that you can write to for detailed
information.

Economic Evaluation

OK, you've decided you have consisiently strong winds
close enough to your homesite to deliver enough energy
to meet your spartan needs. The key question remaining
then, is how much do these systems cost and do they
represent a reasonable investrnent for your money com-
pared to other altematives?

Obviously, with inflation running along at its recent
high clip, any cost estimates that we puhiish here will need
to be increased considerably in a few years. At the same
time, however, the value of the energy your WECS will
produce will correspondingly look better and better as
inflation continues, more than cancelling out the rising
equipment costs.

At the risk of these figures looking ridiculously low in
the near future, given inflation, let us at least lay out the
bare bones 1980 cost of components for a modest system
in both remote and utility-backup settings. This will give
us a chance to demonstrate some economic analysis tech-
niques; techniques which you can duplicate with more
recent costs.

63




Table 3.10 Summayy of Available Wind Machines

Raied Roted Rotor Nominal Approximate
Power Wind Speed Di ] Volitage EWHimo In
Manufecturer Model {waits) (mph) {f) (voits} 12-mph average winds
Aero Power Systems SL 1500 1430 25 10 14/28 185
2398 Fourth Street
Berkeley, California 97410
Altos BWP-8B 1500 28 76 24 130
P.O. Box 905 BWP-12A 2200 28 115 1157200 190
Boulder, Colorade B0302 BWP-12B 2000 28 115 24 170
American Wind Turbine 12-4t 1000 20 115 — 220
10i6 E. Airport Rd. 16-ft 2000 20 153 —_ 445
Stillwater, Oklahoma 74074
Dakota Sun & Wind BC4 4000 27 14 110 400
PO Box 178
Aberdeen, South Dakota 57401
Dunlite c/o Enertech Corp. 81 002550 2000 25 135 12/24/32 260
P.Q. Box 420 48110
Norwich, Vermont 05055
Dynergy Corp. 5-mater 3300 24 15 — 475
P.O. Box 428 Darrieus
1269 Union Ave.
Laconia, New Harnpshire 03246
Energy Development Co. 40 20,000 25 38 240 2600
179E.RD. 2 45 45,000 25 40 — 5800
Hamburg, Pennsylvania 19526
Enertech Corp. 1500 1500 22 13.2 115 270
P.O. Box 420
Norwich, Vermont 05055
Kedco Inc. 1200 1200 22 12 14/28 215
9016 Aviation Blvd. 1600 1900 20 16 14 425
Inglewood, California 90301 1620 3000 25 16 0-180 390
Millville Wind & Solar 10-3-Ind 10,000 25 25 220 1300
10335 Old Drive
Millville, Califonya 96062
North Wind Power Co. 2XW Eagle 2000 22 13.6 32/110 360
PO. Box 315 3KW 3000 27 136 32/110 305
Warren, Vermont 05674
Pinson Energy Cormp. CZE 2000 24 12 120/240 290
PO.Box 7 (Vertical}
Marsten Mills, Massachusetts 02648
Sencenbaugh Wind Electric 400-14HDS 400 20 7 14 90
PO. Box 1174 500 500 24 6 14/28 75
Palo Alto, California 94306 1000 . 1000 23 12 14/28 . . 1660
Independent Energy Systems Inc Skyhawk 4000 23 15 —_ 635
6043 Sterrettania Road
Fairview, Pennsylvania 16415
Whirlwind Power Co. Model A 2000 25 10 12/24 260
Box 185320 32/48
Denver, Colorado 80218 120240
Winco-Wincharger 1222H 200 22 6 12 32
7850 Metro Parkway
Minneapolis, Minnesota 55420
Wind Power Systems, Inc. Storm-Master 10 6000 18 328 — 1650
PO Box 17323

San Diego, California 92117
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System A: 2KW, 22 mph, Remote System
Rotor, generator, controls $3500
15 KWH battery bank 1200
40-ft guyed tower 700
1500-watt inverter 3500
Miscellaneous, wiring, etc. 1000
$9900
System B 2KW, 22mph, Utility Backup
Rotor, generator, controls $3500
4KW synchronous inverter 1000
40-ft guyed tower 700
Miscelianeous, wiring, eic. 1000
$6200

These figures should be adjusted upward if you do
not plan to do the design and installation yourself, and
they should be adjusted downward to account for various
state and federal tax credits. The current version of the
federal tax credit lets you subtract from your federal in-
come tax 40 percent of the first $10,000 of cost, for a
maximum credit of $4000.

System A would have an after-federal-tax cost then
of $9900 — (0.4 x 9900} = $5940. System B would
have an after-tax cost of $3720. In addition, a number of
states have tax credits as well, California’s credit, for ex-
ample, would bring the final cost of system A down to
$4455 and system B down to $2790. Since the tax credits
vary from state to state, you should check with your local
agencies to determine their current status,

How can we decide whether or not these costs rep-
resent a reasonable investment? There are many ways to
try to compare an initial cutlay of money to savings that
will accrue over the lifetime of the equipment, including
use of life-cycle costs, payback periods, and annual cost-
ing. We’ll discuss the first two approaches later, in the
chapter on solar energy. For now we will illustrate the
annual costs technique, which is based on the premise
that you borrow the money for the system at sorne interest
rate, i, over some number of years, n. The annual pay-
nitents on the loan plus any money spent on maintenance
becomes your annual cost, which can then be divided by

the annual KWH delivered to give a cost per KWH that -

can be compared to other alternatives.

All we need for this approach is a way to calculate
annual payments A required to pay off a loan P given
interest i and term n. Equation 3.13 gives us the required
relationship, and Table 3.11 summarizes some typical
values of A/P {the capital recovery factor).

i{14+i)"

E.313 , _
A= P[(1+i)"—l

= P x (capital recovery factor)
= P x CRF

Example: Suppose a 20-year, 12 percent loan is used
to pay off systemn A in a region where winds average 11
mph. Include existing federal tax credits. Calculate the
average cost per KWH.

Solution: Figure 3.14 indicates a capacity factor for this
2-KW, 22-mph system of about 0.2. In a year’s time then
(8760 hours) we would expect about

0.2 x 2 KW x 8760 hriyr = 3500 KWH/yr

Table 3.11 indicates a capital recovery factor of 0.1339,
so the annual payments on this $5940 remote system
would be:

0.1339 x $5940 = $795/yr

Neglecting any added costs due to maintenance, insur-
ance, and so forth, the cost of electricity over the next 20
years would be

$795/yr

m = (.23 = 23¢/KWH

Table 3.11 Capital Recovery Factor, A/P

8%

9%

10%

11%

12%

13%

14%

15%

1.0800
0.5608
0.3880
0.3019
0.2505

0.2163
0.1921
0.1740
0.1601
0.1450

0.1168
0.1019
0.0937
0.0888
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1.0900
0.5685
0.3951
0.3087
0.2571

0.2229
0.1987
0.1807
0.1658
0.1559

0.1241
0.1095
0.1018
6.0973

1.1000
0.5762
0.4021
0.3155
0.2638

0.229%
0.2054
0.1874
0.1736
0.1628

0.1315
0.1175
0.1102
0.1061

1.1100
0.5839
0.4052
0.3223
0.2706

0.2364
0.2122
0.1943
0.1806
0.1698

0.1391
0.1256
0.1187
0.1150

1.1200
0.5917
0.4164
0.3292
0.2774

0.2432
0.2191
0.2613
0.1877
0.1770

0.1468
0.1339
0.1275
0.1241

1.1300
0.5995
0.4235
0.3362
0.2843

0.2502
0.2261
0.2084
0.1949
0.1343

0.1547
0.1424
0.1364
0.1334

1.1400
0.6073
04307
0.3432
0.2913

0.2572
.2332
0.2156
0.2022
0.1917

0.1628
0.1510
0.1455
0.1428

1.1500
0.6151
0.4380
0.3503
0.2983

0.2642
0.2404
0.2229
0.2096
0.1993

0.1710
0.1598
0.1547
0.1523

This is quite a bit more than any of us is paying for
utility electricity now, but is considerably less than.it would
cost you if you used a gasoline-driven generator. And
remember, this example is for a remote system where
cheap utility power is not available.

We should also note that it has been more or less
assumed that the components would all have the same
lifetime as the loan period {20 years). If the system out-
lasts the loan then it delivers free energy in those final
years. If it doesn't last as long then we need to modify our
calculation,

Example: Assume the batteries in system A only last
10 years but the rest of the system lasts 20. If a new
battery set is purchased for $2500, 10 years from now, on
a 10-year, 14 percent loan, compute the annual costs.
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Solution: Our initial 20-year loan costs us $795 per
year, so for the first 10 years our electricity costs 23 cents
per KWH as above. The second loan, whose payments
will be (Table 3.11)

A = $2500 x 0.1917 = $47%/year
makes the annual cost during the last 10 years be

$795 + $479 ,
o = 0.36 = 36¢/KWH

3500 KWHjyr ~ 036 = 36¢/K

which is about what a gasoline-powered generator costs
to operate today.

Example: For what cost does system B deliver elec-
tricity under the same conditions as in the previous ex-
ample?

Solution: Bormrowing the $3720 after-tax-credit cost on
a 12 percent 20-year loan means our annual payrnents
woiuld be (Table 3.11}:

$3720 x 0.1339 = $498/yr

In 11-mph average winds, the system delivers 3500 KWH
per year so the cost per KWH is

$498

3500 RWHiyr ~ 0.14 = 14¢/KWH

It should be pointed out that this last figure of 14
cents per KWH assumes the utility buys back power at
the same price that it sells it to you for. If they don’t pay
- that much then you will not get the full dollar savings
anticipated above. On the other hand, given a very sig-
nificant new plece of legislation called the Public Utilities
Regulatory Policy Act (PURPA), it may very well be that
utilities will pay you more for your electricity thar you
pay them when you buy it back. The dust hasn’t seftled
on this issue yet, but it looks like utilities will have to pay
vou the avoided cost of new energy while they only
charge you a rolled-in average cost of new and old
sources, which is considerably less. Your equivalent cost
of electricity generated by your WECS wiill therefore po-
tentially be a bit cheaper than this calculation would in-
dicate.

The cost of WECS electricity seems high only until
you compare it to the rapidly rising cost of utility electric-
ity. If utility prices increase at only 15 percent per year
then they double every 5 years. At these rates electricity
that now costs 6 cents per KWH would cost 12 cents in
5 years, 24 cents in 10 years, 48 cents in 15 years, and
96 cents in 20. Over the life of the WECS it will easily pay
for itself and in those later years will seem an incredible
bargain.
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Design Summary

1. Locate your best site, set up an anemometer, and with
the acquired data, attempt to determine a month-by-
month estimate of average wind speed.

2, Estimate your energy requirements using old bills or
the “watts times hours” approach. Do it for at !east
each season and, better -ill, for each month. You may
want to divide the demand into “essential” and “con-
venience” components and design the wind system to
always supply at least the essential portion.

If yours is a remote site then for ac appliances you’ll
need to increase the demand according to the efficien-
cy of the inverter. It is also recommended that all es-
timates be increased by about 30 percent to allow for
battery inefficiencies, line losses, and less-than-average
winds.

3. Using Figure 3.14 and the section “What is Available,”
pick a generator that will meet your needs. If you have
a relatively good maich between monthly winds and
monthly demands, the generator can be picked to
meet at least the essential portion and perhaps most
of the convenience demand. There are certain trade-
offs involving auxiliary power sources and flexibility in
your requirements, so hard and fast rules cannot be
given here. If it seems that in some months there wil
be a fair amount of surplus power generated, you may
want to use that surplus to augment a solar water-heat-
ing system.

4. 1f you are going to use a synchronous inverter, you
must check with your utility to establish the costs and
conditions of service. Pick an inverter with a rating at
least as high as that of your generator and one capable
of meeting your peak demands.

5. If vou are going to have an auxiliary power source,
you can pick its size based on estimates of the shortfall
between wind-generator output and demand. The
standby should probably be smaller in watts generated
than the wind generator, but large enough so that you
won't have to run it more than an hour or so a day
during months with light winds.

6. If batteries are to be used, pick an amp-hour storage
capacity at least 7 times the maximum current the gen-
erator will supply. You may want to increase that stor-
age figure if it doesn't give sufficient days of capacity
during any given month.

7. Pick the power rating of the inverter(s) to be able to
handle all the ac loads.

You will undoubtedly work through several designs
as you evaluate the trade-offs between costs, conve-
nience, and reliability; but no matter what design you
seitle on, there are a few things to keep in mind. Always.




First, stay conservative—always overestimate the load
and underestimate the supply. It is better to be surprised
at how little you need to use that auxiliary power unit than
to be disappointed at how often it is running. Second,
when you advance to the assembly and operating stages,
you must constantly be concerned with safety. The me-
chanical forces that build up when one of these units starts
operating in high winds are very dangerous and the
amounts of electrical power generated can be lethal.

I hope this presentation has given you enough infor-
mation to get your design well under way. Additional in-
formation can be obtained from the manufacturers listed
in Table 3.10 or from the list of useful references at the
end of the chapter. Final details can be checked out with
the distributor from whom you purchase your compo-
nents. The energy is there—Iit's not exactly free, but it will
never ruri out and it's clean. Let’s use it.

Electricity From Photovoltaics

If only they were cheap. Photovoitaic cells, or “solar cells,”
at a low enough cost, could revolutionize energy produc-
tion and consumption patterns around the world. No
moving parts, quiet, safe, reliable, long-tasting, modular
in nature so they can be used for the smallest as well as
the largest applications, easy to handle and install, pol-
lution-free in operation, and running on the free energy
from the sun, these cells are ideally suited for onsite ap-
plications.

Photovoltaic cells are semiconductor devices that
convert sunlight directly into electricity While the first
practical cells were manufactured back in the 1950s, their
high cost has limited their usefulness to the space program
and certain remote applications where only small amounts
of power are required. That seems about to change.

The price of photovoltaics is most often expressed in
dollars per watt of electricity that would be generated
when the cells are exposed to full sunlight—full sunlight
being defined as 1000 watts per square meter, or 100
milliwatts per square centimeter {which is roughly 317
Btu/hr per square foot or 93 watts per square foot). Gov-
emment purchases of photovoltaic arrays, fully encap-
sulated fo protect them from the weather, ran around
$100 per peak watt in 1970; they are now {1980) running
about $8 per watt, and the Department of Energy’s goals
indicate $1- to $2-per-watt arrays by the end of 1982 and
5(-cents-per-wait arrays by 1986 (all in 1975 dcilars).

To translate these prices into more meaningful terms,
an array that costs 50-cents-per-watt that produces the
equivalent of full output for 6 hours per day all year
round, and is financed with a 20-year, 11 percent loan
would produce electricity costing less than 2.9 cents per
KWH. Even adding the costs of power conditioning, stor-
age, and mounting hardware, this suggests that the falling

price of photovoltaics will cross the rising cost of utility-
generated electricity by the mid-1980s.

Brief Theory of Operation

When a photon of light collides with an atom in a semi-
conductor, it can transfer that energy to one of the atom’s
electrons. If the photon’s energy is sufficient {greater than
the “band gap” of the materiz!), then the negatively
charged electron can be freed of its attachment to any
particular atom and is able to move randomly through
the semiconductor.

Meanwhile, the atom left behind has a vacancy or
“hole” where the electron used to be, and since it lacks
one of its electrons the atomn is left with a net positive
charge. A neighboring electron can leave its atom to fill
the hole, but that has the effect of merely moving the hole
to the next atorn. Holes, then, can be treated as positive
charges which are free to move around in much the same
way as their partners, the freed electrons.

An electrical current can be created if these hole-elec-
tron pairs can be separated from each other before they
have a chance to recombine. This separation is accom-
plished by a small electric field, or force, created within
the semiconductor at the junction between dissimilar sec-
tions of the material.

Almost all of the solar cells now in use start with a
single crystal of highly purified silicon to which carefully
controlled amounts of impurities (or dopants) are added.
Referring to Figure 3.26, the rear of the cell is doped
with an impurity such as boron that confributes a few
extra holes of its own (holes are positive and this side is
referred to as being made of p-type material); the front
is doped with arsenic or phosphorus, which contributes
free electrons, and this side is then n—type (negative) ma-
terial. Within the immediate vicinity of the p—n junction
thus formed there exists a permanent electric field created
by the initial migration of the holes and electrons contrib-
uted by the dopants.

When light strikes the cell, hole-electron pairs are
formed in both the p and n regions. Holes which migrate
into the electric field at the junction are pushed into the
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Figure 3.26 Example of a silicon photovoltaic cell.

67




p-side and similarly electrons are pushed into the n—-side.
If an electric load is connected between the metal contacts
on the two surfaces, an amount of cuirent will flow that
is directly proportional to the intensity of the sunlight.

Historically, the manufacture of silicon photovoltaics
has involved a number of expensive processes. First a 2-
to 3-inch-diameter cylinder of pure single-crystal silicon
is grown by slowly pulling a seed crystal out of a crucible
filled with molten silicon. The cylinder is then sawn into
thin wafers, with about half of the cylinder being lost as
sawdust. Polishing the wafer, creating the junction, add-
ing the metat contacts, and applying an antireflective coat-
ing require many hours of hand labor. These processes
will obviously have to be streamlined and automated if
the Department of Energy's cost goals are to be achieved
with silicon cells.

While most solar cells are made this way, a good deal
of attention is being directed toward “heterojunction”
photovoltaics made by joining two dissimilar semicon-
ductors, such as cadmium sulfide {CdS) and copper sul-
fide {CuzS). Due to their much better light absorption
properties, such cells can be made much thinner than
their silicon counterparts—so thin that it is likely they will
be produced with relatively simple spray or vapar depo-
sition processes. These thin-filr cells, while potentially
much cheaper than silicon cells, have been less attractive
in the past due to their lower efficiencies and shorter iife-
times, but rapid progress is being made to combat both
of these shortcomings.

Progress is also being made with cells made of poly-
crystalline silicon, and even amorphous silicon, as well as
gallium arsenide cells that are particularly effective when
solar concentration is utilized.

Voltage-Current Characteristics

Before we can design photovoltaic power systems we
must know something about the electricai characteristics
of individual cells. Then we can start stacking the cells up
in arrays to meet any voltage, current, power, or energy
requirements desired.

Figure 3.27 shows the relationship between voltage

- produred and current generated for a typical silicon solar
cell—this one being a 3-inch-diameter disk exposed to full
sun. There are several important quantities that need to
be defined,

One is the open-circuit voltage, V., that corresponds
to the voltage produced when no current is allowed to
flow. For silicon cells V., is about 0.56 volts in full sun at
25°C. Another is the short-circuit current, I,., which is the
current that flows from the cell if the leads are shorted
together so that the voltage across the cell is zero. In full
sun at a temperature of 25°C, I, is typically about 0.2
amps per square inch or 0.03 amps per square centimeter
(30 milliamps per square centimeter). This 3-inch-diam-
eter cell has an [, of 1.4 amps.
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Figure 3.27 Characteristic curve of a typical cell showing location of
maximum power point (Motorola, 3" diameter, case temperature 25°C).

We can operate the cell anywhere along this V versus
I characteristic curve. Which combination of V and |
would result in the maximum power output, Py, from the
solar cell? Since power is the product of V and | we cer-
tainly don’t want to operate with V = V. orI = [, since
the power delivered at either point would be zero. Geo-
metrically, power can be thought of as the area of the
rectangle formed under the characteristic curve with volt-
age as one side and current the other, with the operating
point locating the upper right comer. Maximum power
then corresponds to the biggest rectangle we can fit under
the curve.

The solar cell may be forced to operate at this max-
imum power point either by connecting the leads directly
to a voltage Vi (such as a battery that we may want to
charge} or by connecting the cell to a load with resistance
R = V\/I; ohms.

Another term of interest is the fill factor, which in
Figure 3.27 is the ratio of the area of the crosshatched
maximum power rectangle to the area of the larger rec-
tangle formed with V. and L. as sides. Knowing that sil-
icon cells typically have fill factors of 70 to 80 percent
means we can estimate a given array’s power output by
merely measuring its V,. and I,—two very simple mea-
surements—and multiplying their product by about 75
percent.

Example: For the 3-inch diameter silicon cell in Figure
3.27, what is the cell efficiency at the maximum power
output and what is the fill factor?

Solution: From the figure, Vyy = (.45 volts (about 80
percent of V) and Iy, = 1.3 amps. The cell area is 45
square centimeters so

cell power

efficiency =
ffi y solar power



_ {045 volts X 1.3 amps)
" 0.1 watt/cm? x 45 cm?
= 13%

which is typical for a silicon photovoltaic, though some
are as high as 15 percent. The fill factor is

max power out  0.45 X 1.3

VL. =055 x1a - %

fill factor =

which is fairly common, though some cells exceed 80
percent.

So far we've only shown performance at full sun and
norminal solar cell temperature. Figure 3.28 shows the
effect of variations in solar intensity with the axes nor-
malized to the conditions of full sunlight. Notice the short-
circuit current varies linearly with changes in intensity but
V., shifts only modestly. In fact, if the cell is operated with
its voltage fixed at about 80 percent of V,,. (or about 0.45
volts per cell}, the power output will be nearly optimum
for quite a range of solar intensities.
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Figure 3.28 Showing variation in silicon photovoltaic output
characteristics as solar intensity changes.

The variation in cell characteristics with changes in
temperature is very important. As shown in Figure 3.29,
I.. barely changes as the cell heats up but V,. changes
considerably. For example, suppose we had been oper-
ating at the maximum power point at 25°C (77°F) with V),
= (.8 on the normalized scale; should the cell heat up tc
60°C {140°F}, the output current and power would drop
nearly 50 percent! '

To help maintain performance, then, the array should
be kept cool. One way to help do this is to mount it on
an aluminum heat sink to help dissipate the incoming en-
ergy that is not being converted to electricity. Another is
to cool it with flowing air or water, ir: which case we can
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Figure 3.29 Silicon cell performance decreases as temperature
increases.

not only generate electricity but can also pick up some
“waste” thermal energy which could be used elsewhere.
This “cogeneration” increases the overall efficiency of
converting sunlight into useful energy and could help
bring economic viability just that much sooner.

One way to avoid decreases in current delivered as
temperatures rise is to operate the cell at roughly 60 per-
cent of the open circuit voltage instead of 80 percent.
This lets us design with an assured cunent delivery rate
without regard to temperature, but obviously it results in
lower cell efficiencies when temperatures are low:. This
conservative design philosophy is frequently used for re-
mote battery charging operations, as we'll see later.

Photoveltaic Arrays

When photovoltaics are wired in series, as shown in Fig-
ure 3.30(a), the voltages add and current through each
cell is the same; when they are wired in parallel [Figure
3.30(b)] the woltage stays the same as for an individual
cell but the currents add. Sizing arrays thus involves de-
termining the number of cells in series, forming a2 module,
to give proper voltage, and determining the number of
modules in parallel to give proper current or power [Fig-
ure 3.30(c)}.

To avoid diumal variations in power to the load, such
arrays are usually used as battery chargers and the
batteries then provide nighttime power. To prevent the
batteries from discharging back through the photovoltaic
array at night, it is necessary to use a one-way current
valve, called a diode, placed in the circuit as shown in
Figure 3.31. I this is a silicon diode (typically), then while
it is conducting current it has a voltage drop of about 0.6
volts which must be accounted for when the photovoltaic
array is being sized. Many manufacturers are including
Schottky diodes in their arrays because such diodes lose
only about half the voltage drop of their silicon counter-

parts.
The characteristics of the batteries to be charged also
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Figure 3.31 A photovoltaic battery charger requires a blocking
diode.

nzed to be included in the sizing of our array The two
most likely candidates for charging are lead-acid batteries
and nickel-cadmium (Ni-Cad) batteries.

Lead-acid batteries consist of a number of cells ar-
ranged in series with each cell having a nominal discharge
voltage of about 2.1 volts. We must therefore apply more
than 2.1 volts per cell from the array in order for the
current to run into the battery to give it its recharge. Lead-
acid batteries ate generally charged with a constant-volt-
age source that supplies a float charge of about 2.3 volts
per cell (at 25°C). As the battery comes uyp to full charge,
its voltage rises and the charging current correspondingly
decreases 1o a low enough level that overcharging does
not occur.

When solar cells are used to charge lead-acid batter-
ies, they can usually be connected directly to the batteries
with just the blocking diode between them as long as the
maximum current (in amps} delivered by the array in full
sunlight is less than about 15 percent of the amp-hour
rating of the batteries. In some circumstances a voltage
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Figure 3.32 A shunt regulator protects the batteries from being
overcharged.

regulator may be called for to protect the batteries from
overcharging, as is suggested in Figure 3.32.

Ni-Cad batteries have a nominal discharge voltage of
1.25 voits per cell and a typical charaing voltage (at 25°C)
of about 1.45 volts per cell, so our photovoltaic array will
have a different number of solar cells in series when charg-
ing Ni-Cads than when charging lead-acids.

Example: Design a silicon photovoltaic array to deliver
10 amps peak to a 12-volt lead-acid battery at 25°C. As-
sume 3-inch silicon cells with the characteristics given in
Figure 3.27.

Solution: The 12-volt lead-acid battery has six cells,
which means the charging voltage should be about

6 x 23 = 13.8 volts

The solar cells should supply this much voltage plus an
extra 0.6 volis to cover the drop in the blocking diode. A
module must have then, in seties,

(13.8 + 0.6)uvolts

0.45 volts/cell .~ S2 célls

The maximum-power-point current in full sunlight is 1.3
amps per cell, so to deliver 10 amps we’ll need 8 madules
in parallel (10 +~ 1.3 = 7.7). The full array then would
have a total of 256 cells arranged with 32 cells per module
in series, with 8 parallel modules.

The above anay was designed for cell temperatures
of only 25°C {77°F). lf we were to use it to charge batteries
the year round, then during the summer months, unless
special cooling measures were taken, the cells would un-
doubtedly reach higher temperatures. As solar cell tem-
peratures increase, their characteristic curve shifts to the
left by about 2.2 millivolts per Centigrade dearee, as was
shown in Figure 3.29. If a battery is k-lding the photo-
voltaic voltage constant and if we have designed the array
to operate at the 25°C maximum power point, then as
temperatures increase cell ~iput current may have to
drop.




Fortunately lead-acid batteries also exhibit a voltage
drop as temperatures increase, though not as much as
the solar cells do (about 30 millivolts per Centigrade de-
gree for a 12-volt battery). so to a modest degree the two
offset each other.

Many photovoltaic manufacturers design their 12-volt
modules with more cells in series than the 32 we just
caiculated, so that each cell can operate ai a iower voitage
and hence be less subject to current changes as temper-
atures increase.

A frequently used ambient design temperature is
40°C (104°F). At this elevated temperature the recom-
mended charging voltage for a 12-volt lead-acid battery
drops to about 13.3 volts and the design voltage for the
photovcltaics drops to around .38 volts per cell, which
results in arrays having 36 or 37 cells in series.

Annual Performance

The previous examples have shown how we can design
an array to deliver, under peak sunlight conditions, any
amount of voltage, current, and power that we want. If
such an array is put out in the sun all year round, a key
question to ask is, what total amount of energy could be
delivered? The answer to the question depends not only
on the individual cell characteristics but the tilt angle of
the array and local insolation (sunshine) conditions as
they vary from hour to hour and month to month.

To calculate monthly or yearly performance of a solar
cell array it is useful to reintroduce the notion of a capacity
- factor (CF). The capacity factor over a given period of
time is the ratio of the amount of energy actually delivered
" to the amount that would have been delivered if the sys-
tem were putting out full power the whole time. Moving
terms around, we can say that

E. 3.14 energy delivered = capacity factor x
rated power X
total hours

Since photovoltaics deliver an arnount of current that
varies linearly with incident sunlight and since their op-
erating voltage is relatively constant, the capacity factor
can be approximated. merely by taking the ratio of sun-
shine striking the array (the insolation) to the amount of
sun that would be available if we had full sunlight {100
milliwatts per square centimeter) 24 hours a day. Typical

annual capacity factors in the United States range from
about 20 to 25 percent.
Once the capacity factor for a given month, or year,

from Equation 3.14.

Example: Calculate the monthly and annual energy
delivered by a solar cell array rated at 18 watts peak if the
panel is located in Santa Maria, California. faces south,
and has a 60° tilt angle. Solar radiation is given in Table
3.12.

Table 3.12 Solar Hadiation on 2 60° Surface in Santa Maria

Insolation {10? Btu/ftl.month)

Jan Feb Mar Apr May June July Aug Sept Oct Nov Dec
47 46 54 50 46 43 46 50 50 52 46 47

Solution: Lets work out the numbers for January. In-
solation on the panel is given as 47,000 Btu per square
foot. Earlier we stated that full sun was defined as 100
milliwatts per square centimeter or 317 Btu/hr per square
foot, so the January capacity factor works out o be

actual insolation

N fudl sun insolation
47,000 Btu/ftt-mo

~ 317 Btu/hrf2 X 24hriday x 31 day/mo

CF

= 0.20

Since the array delivers 18 watts in full sun, then by Equa-
tion 3.14 the January energy delivered would be:

0.20 x 18 watts x 24 hriday x 31 day/mo
= 2680 watt-hoursfmo = 2.68 KWH/mo

fi

energy

The calculations for the rest of the months are presented
in Table 3.13.

The annual capacity factor of 0.209 means that on
the average the cells receive the equivalent of about 5
hours per day of full sunlight. Notice that by having
picked such a steep tilt angle for the array we have min-
imized the month-to-month variation in energy delivered.
If this array were to be powering a remote site with a
constant demand for power we would have to even up

Table 3.13 Capacity Factor and Energy Delivered by an 18-watt Array in Santa Maria
Monih dan Feb Mor Apr Moy Jun July Aug Sept Oci Nov Dec Annual
CF 626 | 022 1 023 , 022 | 020§ 019 | 020 | 021 | 022 | 022 { 020 | 020 0.209
Energy
Deliverad 268 | 266 | 278 1 285 | 268 | 246 | 268 | 281 | 285 | 295 { 259 | 268 327
KWH/mc
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those output fluctuations with a battery storage bank ca-
pable of carrying excess energy from the good months on
into the poorer months. The steep tilt angie therefore
helps keep the necessary battery storage capacity to a
minimu:n.

Photovoltaics with Synchronous Inverter

If utility power is available, the most exciting prospect for
a home electric system is to combine a solar-cell array
with a synchronous inverier as shown in Figure 3.33. Re-
call from the wind-electric system discussion that syn-
chronous inveriers convert dc power to ac with the proper
voltage, frequency, and phase to match the electricity
coming from the utility. If more power is being generated
by your solar cells than is needed by the load, the excess
is fed back to the utility (in essence running your electric
meter backwards giving you the equivalent KWH credit).
If insufficient power is being generated, the utility makes
up the deficit. Thus your home always has the electricity
it needs without the need for any separate battery storage.

For many utilities, ‘he peak demand for power comes
during the summer on hot, sunny days when everyone
turns on their air conditioners. This is just when your pho-
tovoltaic array will be putting out its maximum amount
of power and hence you may actuaily help the utilities
shave their peak demand and reduce their need for new
generating capacity,.
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synchronous
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Figure 3.33 Residential photovoltaics array with synchronous
inverter.

Example: Size a photovoltaic system which will gen-
erate an average of 500 KWH per mmonth {typical for a
single family residence) in an area with an annual capacity
factor of 0.2, using 12 percent efficient silicon cells.

At $1 per watt for the cells, $2 per square foot of cells
for the mounting hardwarz, $0.25 per watt for the syn-
chronous inverter, and $500 for miscellaneous wiring,
estimate the cost of the system. If the system is financed

with a 20-year, 12 percent lcan, what would b2 the cost
per KWH?

Solution: Rearranging Equation 3.14 to solve for the
peak power of the array gives
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500 KWH/mo x 12 molyr
0.2 x 8760 hriyr

peak power = =34 KW

At 12 percent efficiency and 93 watts/ft? {full sun) the area
of cells would be:

3400 watts
0.12 x 93 watts/fi?

= 305 fi2

The total system cost would then be

Solar cells, 3400 watt @ $1/watt $3400
Mounting Hardware, 3052 @ $2/ft2 610

Synchronous inverter, 3400 watt
@$0.25/watt 850
Miscellaneous wiring 500
Total $5360

Frorn Table 3.11 the capital recovery factor for a 12
percent, 20-year loan is 0.1339 so the annual payments
would be

A = P x CRF = 5360 x 0.1339 = $717/yr

Over a year's period this system would seli the utility as
much electricity during the days as it buys back during
the nights, for a net exchange of zero. If the utility would
buy back electricity at the same price thai they sell it, our
cost per KWH wouid be

$7171yr
S500KWH/mo x 12 molyr

= 11.9¢/KWH

As an average cost of electricity for the next 20 years, this
is not bad. With the various state and federal tax credits
applicable now, that cost would be reduced to a level that
is comparable to the price utilities charge today.

Sizing Battery Storage

In sizing battery storage we must distinguish between ap-
plications where an auxiliary eleciric energy source is
available to supplement the photovoltaic array (such as
a diesel-generator set) and truly remote applications
where the photovoltaics must reliably supply 100 percent
of the yearin year-out demand {such as a lighted buoy
floating in the ocean somewhere).

There is no “right” way to size storage when auxiliary
energy is available, though there are some guidelines that
should be adhered to. For example, the fuil-sunlight
charging current from the photovoltaic array should not
exceed the recommended charging rate for the batteries.
This consiraint should cause no difficulty since you’ll want
to have enough battery capacity to hold at least one long
sunny day’s worth of energy anyway. That means you
won't be charging the batieries at anything much faster




than an 8-hour rate, which is sufficiently slow to avoid
overheating of the batteries.

Another factor to remember is that batteries should
not be discharged below about 40 percent of their rated
capacity if battery lifetime is to be maximized. Also note
that, especially in the winter, the solar cell array may not
be able to fully charge a large battery bank and the aux-
Hiary may periodically have to be used to bring them up
to a full charge condition.

The more difficuli design job involves sizing battery
storage when no auxiliary power is available. The follow-
ing example MNustrates a straightforward design approach
that gives reasonable results. We'll follow it with a more
elegant procedure if you want to get fancy.

Example: Size an array and determinie the storage re-
quirements for a remote system capable of delivering
0.25 watts continuously into a 9-volt load in Santa Maria,
California. This could be the power supply for the hand
calculator used with the anemometer we designed in the
wind measurement section of this chapter. Size the stor-
age so that fully charged batteries would be no more than
60 percent discharged after five days with nc solar input.

Sofutiorn: Lets usz a 60° tilt angle for the array so that
we can use the capacity ‘actors from the previous ex-
asmple. The worst manth is June, with a capacity fzctor
of 0.19. Using Equatinon 3.14, our array must have a peak
power rating of

0.25 watts x 720 hours/mo
0.19 x 720 hours/imo

= 1.3 watts

" Let’s add a safety factor of 30 percent, giving us an array
. -capable of delivering 1.3 x 1.3 = 1.7 peak watts.

: To charge a S-volt battery we'll need to supply rough-
* ly 10 volts peak {allowing for the diode drop, and so on),
which, at (.45 volis per cell {silicon), would require

10wolts . i i .
0.45 voltsicell | =~ 761 T Senes
In addition we'll need enough cells in parallel io supply
1.7 watts/10 volts = 0.17 amps. Individual cells about
one squaze inch ezch can do that. The maximum battery
discharge will be

5 days »x 24 hriday x 0.25 waits = 30 watt-hours

To be no more than 60 percent discharged, the batteries
must be rated at 30 watt-hours/).6 = 50 watt-hours, or
{at 9 volis) 5.5 amp-hours.

The above example used capacity factors to deter-
:nine the worst month, and the array sizing was based on
rrzeting that worst-case condition. You can sometimes do

a better job of sizing by trading off battery storage capacity
for photovoltaic area. That is, by inclizding more storage
capacity, energy from the good months may be carried
over into the poorer months, making it possible to use a
somewhat smalter solar cell array. The following proce-
dure can be used for such longer-storage designs.

1. Using Equation 3.14, calculate the peak power rating
of the solar cell array that would deliver the annual
energy required by the load. It is best to do this cal-
culation for a steep tilt angle, say ihe latitude plus 20°
as a starting point.

2. Set up a table with month-to-monih insolations, re-
sulting capacity factors, solar cell array energy outputs,
and energy demands.

3. For each month calculate the excess {¢r deficit) energy
generated by the photovoltaics sized in step 1.

4. To start the storage requirement calculation, assume
the batieries are fuily charged at the beginning of the
year. Then keep a running total, month by month, of
the state of discharge of the batteries. In months where
there is more energy delivered from the array than the
batteries need to be brought to full charge, the accu-
mulated discharge doesn’t go positive but is fixed at
zero. Continue this running total through the year and
into the next year until the pattern of monthly dis-
charges begins to repeat itself {this puts us iito a steady
state solution that is independent of our initial assump-
tion of fully charged batteries on January 1).

5. Find the month with the greatest leve! of hattery dis-
charge, given as so many KWH. This capacity should
be augmentcd by an amount of sicrage that corre-
sponds to a string of no-sun days that might happen
to occur at the end of the worst month found above.

6. For maximum lifetime, ihe baiteries must be big
encugh 50 that they never drop below a 40 percent
charge. Therefore dividing the maximum KWH of dis-
chaize found in step 5 by 0.6 will tell us the battery
capacity needed to cover the monthly variation in solar
flux plus a string of rainy days and still have a tolerable
level of charge in the batteries. The caparity can also
be expressed in the more usual amp-hours of storage
by dividing the watt-hours by the sysiem voltage.

7. To account for the variation in insolation from year to
year and the losses in charging and discharging the
battery bank, the solar cell amay should be increased
teyond the size calculated in step 1 by about 30 per-
cent.

8. Repeat the proczdure for a larger solar cell array and
compare total costs.

Notice this procedure starts by finding the smallest
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solar cell array to cover the annual load and then the
resulting battery capacity to carry us from month-to-
month. If we increase the array size we can decrease the
storage capacity required. If we reduce the tilt angle we
can probably use a smaller array but more storage would
be required. To find the economically optimum solution
would require several iterations of this procedure and
hence could require a computer. Suffice it to say that as
long as solar-cell prices are hign, an array slightly larger
than the minimum will usually work out quite well.

Example: Size a solar-cell array and battery storage
bank to reliably deliver 3 KWH per day to a load in Santa
Maria, California (this could be a small house, for ex-
ample). Allow storage for five continuous days of no sun.

Solution: Let us use a 60° tilt for the array since we
already have the monthly capacity factors worked out
from a previous example.

First we must size the array in terms of its rated (peak)
power:

annual energy delivered

annual CF x 8760 hriyr
3000 watt-hriday x 365 dayiyr

0.209 » 8760 hriyr
= 598 peak watts

rated power

The succeeding steps require month-by-month cal-
culations. Let's work them out for January and just present
the results for the other months in a table.

dJanuary output = rated power X CF X
24 hriday x 31 days/mo
= 598 x 0.20 x 24 x 31

88,900 watt-hours

il

889 — 93
4.1 KWH (deficit)

I

January excess generatcd

il

Filling in the table for the other months follows this same
procedure (Table 3.14). Notice how the accumulated def-
icit adds up. If the batteries are fully charged on January
1, then at the end of January they have been discharged
by 4.1 KWH. In February 4.4 KWH can be added to the
charge, which means they regain full charge {no deficit}
at the end of February By the end of the first year the
accumuiated discharge is 14.3 KWH. Thus the end of
January in the second year leaves the batteries discharged
by 18.4 KWH. By the end of April, however, they are
fully charged again and the steady state monthly dis-
charge pattern begins to repeat itself.

The maximum discharge is 18.4 KWH due to month-
ly variations in sunshine; we must then add 5 days x 3
KWH/day or 15 KWH of storage to allow for a string of
rainy weather at the end of January when the batteries
are at their lowest charge. The maximum total discharge
then becomes 18.4 + 15 = 33.4 KWH. For this to be
60 percent of the total storage capacity {leaving a 40 per-
cent charge) we divide by 0.6 to get 33.4/0,6 = 55 KWH
total capacity. For a 120-volt systern this can be translated
to

55,000 watt-hours
120 volts

= 458 amp-hours

Finally, step 7 recommends a safety factor of 30 per-
cent for the photovoltaic array, which makes its final pow-
er rating 777 peak watts {1.3 x 598). At 1979 prices of
$8 per watt for photovoltaics and $60 per KWH for bat-
teries, the total system would cost $6200 for cells and
$3300 for batteries for a total of about $9500. That's pret-

= 88.9 KWH ty steep for roughly 90 KWH per month!
Jdanuary demand = 31 days/mo x 3 KWH/day It is a good idea to repeat the procedure with a larger
= 93 KWH array size to reduce the amount of storage required.
Table 3.14 Calcutating the Accumulated Deficit for Battery Storage Sizing. Sarita Maria Example
Ficcumulated Deficit
Encrgy Energy Excess First Second
Delivered Demand Generated Year Year

Month Days/mo CF (KWH/mo; (KWH/mo) (XWH/mo) {KWH) (KWH)
Jan 31 .20 889 93 -4.1 -4 ~18.4
Feb 28 0.22 g8.4 84 44 0 ~-14.0
Mar 31 0.23 102.3 93 93 0 -4.7
Apr 30 0.22 94.7 90 47 C 0
May 31 0.20 889 93 -4.1 —4.1 -41
June 30 0.19 81.8 90 —82 -12.3 -12.3
duly 31 0.20 889 923 -41 -16.4 -16.4
Aug 3i 0.21 93.4 93 04 -16.0 -16.0
Sept 30 Q.22 948 90 4.8 -11.2 -11.2
Oct 31 0.22 97.9 93 49 -6.3 -€.3
Nowv 30 0.20 86,1 90 -35 —-10.2 -10.2
Dec 31 0.20 589 93 -41 -143 -i43
Annual 365 0.209 1095 1095 0
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Example: Redo the previous example with a 10 per-
cent larger solar cell array and compare the total costs.

Solution: Instead of using 598 watts peak output for
the basic array size, let’s try 660 watts. The presentation
of the calculation in Table 3.15 shows that the array al-
ways meets the required demand. Batteries are required
only for a five-day string of bad weather, that is, 15 KWH.
For battery lifetime, dividing by 0.6 gives the total storage
requirement as 25 KWH or 2080 amp-hours at 12 volts.

Table 3.15 Reworking the Santa Maria Example with a

Earger Array
Encrgy Energy Excess

Dellvered Demand Genersted Accumulated
Month CF (KWH/mo)} (KWHimo) (KWH/me) Deficit, KWH
Jan .20 98 93 5 0
Feb .22 97 84 7 4]
Mar .23 113 93 10 0
Apr .22 104 90 14 0
May .20 98 93 5 0
June .19 0 90 0 0
duly .20 98 93 5 0
Aug .21 103 93 10 0
Sept .22 104 20 14 0
Oct 22 108 93 15 0
Nov .20 95 90 5 G
Dec .20 93 93 5 0

Increasing the array size by 30 percent as a safety
~ factor gives an 858-watt array. At $8 per watt and $60 per
KWH this systern costs $6864 for cells and $1500 for
. batteries for a total of $8364, a considerable savings over
the initial design.

The Future

Once cells drop below about $1 per watt the cost of re-
mote systems will no longer be critically dependent on
cell prices but rather will be dominated by batteries, sup-
“port racks, design and installation costs, inverters, and
miscellaneous electronic equipment. For many installa-
tions, especially those in areas where utility electricity is
available, many of these fixed costs can be eliminated.
Home generated eleciricity can be fed back into the grid
with a synchronous inverter, eliminating battery costs;
conventional electric-driven air conditioning equipment
could be run directly off the photovoltaics—here demand
and supply are roughly coincident and storage require-
ments are minimal or eliminated entirely; electric cars
could get their energy from photoveltaics, shifting the bat-
tery costs to the vehicle itself rather than the photovoltaic
system.

Imagine driving your pollution-free electric car to
work and plugging initc the solar cell array mounted on
the parking structure, while you go about your business
in a building whose air conditioning system runs directly
‘off the cells on the roof, then returning to your home,

which of course already heats and cools itself with the sun
but now even provides for its own electrical needs.

Electricity From A Stveam

if you are fortunate encugh to have a small siream flowing
through your property, you may be able to use it to gen-
erate electricity for your home. If your needs are rmodest,
you will probably be amazed at how small a flow is re-
guired. A meandering stream, rolling along at only a cou-
ple of miles per hour and having a cross section of only
a few square feet, gives up more energy in ialling several
feet than you are likely to need to power ail your electrical
appliances. In this section you wili learn how to estimate
the energy that your stream can supply and some meth-
ods by which that energy can be captured, stored, and
converted into electricity.

Power and Energy from Water

A stream contains two kinds of energy: by virtue of its
velocity, it has kinetic energy; and by virtue of its elevation
it contains poter:tiai energy. The kinetic energy in most
streams is not great enough to be useful; it is the potential
energy between two sites of differing elevations that we
try to exploit. Very simply, the idea is to divert some of
the water from a site upstream, transpott it along an el-
evated conduit, and then let it fall through a waterwheel
or hydraulic turbine located at a lower elevation down-
stream. The turbine (or waterwheel) turmns a generator
whick. produces electricity. The water then returns to the
stream.

The amount of power obtainable from a stream is
proportional to the rate at which the water flows and the
vertical distance which the water drops {(called the head).
The basic formula is

QHe AvHe

=118~ 118

E. 3.15 118

where P is the power obtained from the stream in kilo-
wats; Q is the flow of water in cubic feet per second (cfs);
A is the average cross-sectional area of the stream in
square feet; v is the average velocity of the stream in feet
per second; H is the height the water falls {head) in feet;
11.8 is a constant which accounts for the density of water
and the conversion from fi-lh/sec to KW, and e is the
averall conversion efficiency.

The above relationship tells us how much power a
sream has to offer. To account for the various losses
which occur during the conversion to electricity, we have
included in the above estimate an efficiency factor, e,
which includes the conversion efficiency of the turbine or
water wheel, as well as losses associated with the gener-
ator and any gearing. Table 3.16 gives some represen-
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tative values for conversion efficiencies of various types
of prime mover {to be described later); these efficiencies
should be multiplied by about 0.75 to account for gen-
erator and gearing losses. As can be seen waterwheels
are considerably less efficient than turbines with overall
efficiencies, e, of probably around 0.4 at best, while tur-
bines may achieve an e of something closer to 0.6.

Table 3.16 Representative Efficiencies for Various Types of
Waterwheels and Tarbines*

Prime Mover Efficiency Range

Waterwheels: Undershot 25-45%
Breast 35-65%
Poncelot 40-60%
Qvershot 60-75%

Turbines: Reaction 80%
Impulse 80-85%
Crossflow 60-80%

Notee: a. From Micro-Hydro Power: Reviewing An Oid Concept, by R. Alward et al,

In order to use Equation 3.15, the stream flow rate
(Q), or the velocity {v) and cross-sectional area {A), must
be determined. In a later section we indicate how to mea-
sure these important quantities, but for now let’s look at
some example calcuiations.

Example: At 50 percent conversion efficiency, how
much power could be obtained from a flow of water hav-
ing a cross-sectional area of 1 square foot, a velocity of
1 foot per second, and a fall of 10 feet?

Solution: We use our formula and find that
P=AuHe_1x1x10xO.5
11.8 ~ 11.8

0.42 KW = 420 watts

Now 420 watts may not seem like much until you
realize that if this power can be obtained 24 hours a day,
in a month’s time we could accumulate about

042 KW x 24 hriday x 30 days/month
= 300 KWH/month

This is enough electrical energy to run lights, refrigerator,
freezer, power tools, pumps, hi-fi, and so on; probably all
vou weuld need unless vou used an electric water heater
or electric space heating. (See “Calculating Your Energy
Requirements” in this chapter.)




This example points out how little the average flow
can be and yet be sufficient to meet our monthly average
dlectrical-energy demand. You will recall, however, that
we must be concerned not only with average electrical
demand, but also with peak power demand. While our
sample stream can deliver 420 watts continuously, what
happens when we flip on a few appliances and demand
jumps to several thousand watts? Either we must always
have sufficient flow in the stream to provide that peak
power demand or we need a way to store up energy when
it is not needed to provide for these peaks. With a wind
systern it was recommended that such storage be provid-
ed by batteries or, if possible, the utility grid. For a water
systen we have the additional alternative of storing po-
tential energy in a reservoir of water behind a dam and
drawing the reservoir down as necessary to meet peak
demands.

System Considerations

There are some fundamen:al differences between one
water-power system and another. The key determinants
include the physical characteristics of your site {do you
have large fiows and a small head or vice versa or some-
thing in between?); for what purpose are you generating
the power {to run some low-speed mechanical loads or
to generate electricity); and whether it is a truly remote
site or is utility backup power close at hand.

If your requirement is to generate power for low-
speed, high-torque, mechanical loads such as for milling
and grinding operations or heavy shop machinery like
saws, lathes, and drill presses, then in some circumstances

Figure 3.34 A hydraulic turbine connected to an electrical
generator.

a big, slow-turning waterwheel may be appropriate. Later
we will describe various types of waterwheels.

For electrical loads, a highly geared-up waterwheel
may work fine, but in most circumstances, a high-speed,
hydraulic turbine such as the one shown in Figure 3.34
makes much more sense.

For such electrical applications, the type of turbine to
use is highly dependent on the combination of head and
fiow available. Obviously, the higher the head available
the lower the flow required to produce a given amount
of power, and this consideration will dictate the size and
type of turbine to use. Later we will describe the various
turbiries available and the proper circumstances for their
use.

“High head” installations, by definition, are typically
considered to be those with at least 50 feet of available
head, while “low head” installations have less—some as
litle as 5 to 10 feet. One advantage of high head instal-
fations is that less water needs fo be moved around, which
means smaller diameter piping can be used and the phys-
ical size of the turbine is reduced; both factors helping to

syslem enclosura

Figure 3.36 Typical high head installation.
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reduce installed costs. For example, one turbine, the Hy-
dromite described later, is so small it weighs only 6.5
pounds and could fit into a shoe box, yet it can deliver
enough energy to meet the electrical appliance demands
of most households.

Figure 3.35 illustrates a typical low head installation
with a relatively short large-diameter closed conduit
(called a penstock}, while Figure 3.36 illustrates the high
head counterpart. In both cases the intake is shown com-
ing directly from the stream, though a dam could be used
to increase available head. The intake should be protect-
ed with a trash rack of spaced iron bars to screen incom-
ing debris, and it is also a good idea to build a small
holding chamber to allow silt to seitle cut.

The final key consideration in the initial planning of
a microhydro installation is whether or not you will need
some means of storage, and, if so, what type.

Systems With No Storage

If flows are sufficient, it may be desirable to design the
system with no storage—everything gets sized to meet
peak power demands and the excess power potential at
any given time is simply not utilized. A dam may be in-
corporated, but its purpose is merely to increase head,

the pond does not get drained down to meet peak de-

mands.

Exampie; What flow rate, (), is required to meet a peak
power cemand of 6 KW from a 50 percent efficier:t sys-
tem with 10 feet of available head?

Solution: Rearranging Equation 3.15 gives us

118P 118 x6
He 10 x 05

Q= = 14.2 ¢fs

If this much flow is available then we could generate as
much as

6 KW x 720 hrimo = 4320 KWH/mo

but this probably greatly exceeds our electric energy re-
quiremenits (unless the house uses electric space heating).
Some means must be provided ther: to track the demand
for power so that our turbine-generator delivers only what
is needed. This is accomplished with a governor.

Govemors can be mechanical or electrical. The me-
chanical ones conirol power either by diverting flow on
and off of the {urbine blades or by regulating the amount
of flow through the turbine, The speed of the turbine shaft
may thereby be controlled, making possible the use of a
synchronous genetator which puts out 60-cycle ac ready
for home use. An example of this type of setup is the
Hoppes Hydroelectric Unit manufactured by James Leffel
and Company, which is shown in Figure 3.37.

Electronic governors regulate output by controliing
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Figure 3.37 Hoppes hydroeleciric unit with mechanical governor.

the generator rather than the turbine. The generator gov-
erncr can either act simply as a voltage reguistor, varying
the field current (see “Wind Energy Conversion Systemns”
in this chapter) according io load, or can be even nicer
and divert excess power to secondary loads such as your
solar hot-water storage tank {we did this in the wind sec-
tion as well, if you recall).

Systems With Storage

For most srnall hydro systems some form ¢f energy stor-
age will be required to meet peak demands, and the
choices are three: a dam can be built and the resulting
pond can be drawn down as needed; a battery storage
bank with inverter can be used; and finally, if it is available,
the utility grid can be used with a synchronous inverter.

Traditionally, storage. has bezn accomplished with a
pond. The energy that can be delivered from such storage
is given by the following expression:

B VHe
T 42,500

E. 3.16 E

where E is given in KWH; V equals the pond volume in
cubic feet; e is the conversion efficiency; and H is the
average head, in feet, over the pericd of generation.




Example: What volume of water would be necessary
to provide 1£) KWH of storage (about one day’s worth of
energy for a small household) if the average head avail-
able is 12 feet and the overall efficiency is 50 percent?

Solution: Rearranging Equation 3.16 gives
42,500 x 10
Jo= T = !
! 12 < 05 70,830 ft

A pond 120 feet by 120 feet and 5 feet deep would have
this volume, so you can see this is a fairly large body of
water.

There are a number of reasons why drawing down a res-
ervoir to meet peak demands is Jess than ideal. It would
make downstream flow sporadic, which could upset the
local ecology, your downstream neighbors. and could
even be a violation of local water laws. The pond, too,
would be constantly filling and emptying, which from the
point of view of aesthetics and recreational benefits is less
than desirable. And you have to build a dam, which can
be an extensive undertaking that will change the character
of your stream. Finally, the penstock, turbine, and gen-
erator all have to be sized for peak flows, which makes
them bigger and hence more expensive than if they're
designed for average flows.

A better alternative is to use a system designed for
average power demands and use batteries for storage.
Such a system, as shown in Figure 3.36, is entirely anal-
ogous to the self-sufficient wind system of Figure 3.5. A
_ dc generator charges batteries which supply dc to some
loads and, by means of an inverter, ac to others. The
major difference has to do with sizing the battery storage;
while wind systems may have to rely on the batteries for
days on end with no charging current, hydro systems are
always delivering some current to the batteries. This not
only means increased battery lifetime, but it also means
muich less baftery storage capacity needs to be provided.

The amount of battery storage required depends on
the usage pattern throughout the day. Clearly if the daily
load curve is flat, meaning the power demand is constant
and equal to the power being generated, there: is no need
for any sterage. It is when there are large peaks separated
by periods of low demand that the most storage is re-
quired. In most household circumnstances if the batteries
are sized to store somewhere between onz-half of a day's
average energy demand and a full day’s demand, then
they will easily cover any peak power periods without
excessive discharge.

Example: What flow rate would be required to supply
400 KWH per month from a 60 percent efficient system
with a 50-foot head? What size generator should be used
and what battery storage capacity would give a half day’s
worth of storage in a 32-volt system?

Solution: The average power demand would be

400 KWH/mo
—_— M nErn (7
720 hiimo . 0-95 KW

50 our generator needs tc have at least this capacity. The
flow rate, from equation 3.15, is

_11.8P 118 x 055

Q He =~ 50 x 06

=022 ¢fs

or about 100 gallons per minute.

One-half day’s energy demand is

400 KWH/mo
1y w X VIO
CID 30 daysimo 6.7 KWH/day

sc a 32-volt battery bank would be rated at

6700 watt-hour

32 volt = 209 amp-hour

Figure 3.38 shows the state of battery charge through
a sample day with a rather peaked demand curve as
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Figure 3.38 This rather exireme demand curve {a) causes batteries
sized at ¥ days storage to be excessively discharged in the
evenings (b).
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shown. In this fairly extreme case, the batteries sized at a
half day’s storage drop to a low of 30 percent of full charge
at 7 £M. It would be better if the state of charge could be
held to at least 40 or 50 percent, so a slightly larger ca-
pacity should be specified.

Finally, as was true with wind systems, if utility power
is available, and if the utility will go along with it, then you
can eliminate the battery storage entirely by coupling
your systemn through a synchronous inverter as is shown
in Figure 3.39. This is the cheapest system of all since
penstock, turbine, and generator are sized for average
power demands rather than peak and no expensive bat-
tery and inverter system is required.
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Figure 3.39 A hydro system coupled to the utility grid.

Estimating Water Flows

It is quite important to know not only average streamn
flows, but also minimum and maximums o be expected.
You'll need to estimate minimum flows in order to be sure
you'll always have enough power; you'll need maximum
flows to be able to design your structures so that they will
not create a danger during peak flooding. If you have
lived on the property for a long time, you may be able
to recall past conditions; or you may have to gather this
sort of information from neighbors who are more familiar
with the area.

Looking at the flow is one thing, but actually mea-
suring it is something else. We will now describe two ways
to go about measuring stream flows: the float method and
the weir method.

Float Method

As wa saw in our equation, the flow () through the
stream equals the cross-sectional area. of the stream (A)
measured at any site multiplied by the average velocity
(v) of the water through that site (Q = Av). To apply the
float method, first pick a section of stream about 100 feet
long where the cross section is relatively constant and the
stream is relatively straight.

To estimate the cross-sectional area of the stream at
a given site, measure the depth of the water at a number
of equally spaced points across the stream and calculate
their average. The number of points needed depends on
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the irregularity of the cross section, but five or ten should
do. The cross-secticnal area is then determined by mul-
tiplying the width of the siream times the average depth.
Do this at several “typical” points and average your resuits
to obtain a more accurate answer.

To estimate the velocity, first measure the distance
between two fixed points along the length of the stream
where the cross-sectional area measurements were made.
Then toss something that will float—a piece of wood or
a small bottle—into the center of the stream and measure
the length of time required for it to travel between the two
fixed markers. Dividing the distance by the time gives you
the average velocity of the float. But since the stream itself
encounters drag along its sides and bottom, the float will
travel a bit faster than the average velocity of the siream.
By muitiplying the float velocity by a correctional factor
of about (.8, an estimate of average stream velocity is
obtained.

Example: Estimate the flow rate ¢ for the stream
whose cross section is shown in Figure 3.40. The width
is 6 feet and the five depth measurements are (in feet)
03,05, 1.0, 1.2, and G.5. A float traveled a distance of
100 feet along the stream in 50 seconds.

! 6.0 -

Figure 3.40 Deiermining a stream’s cross-sectional area.

Solution: The average depth is

03 +05+10+12+05
5
The cross-sectional area is therefore

A=6x07 =42

d

=07f

The stream velocity, including the correctional factor of
0.8,1is

v = 100 £
"~ 50 se

x 0.8 = 1.5 ftisec

The flow rate is thus

Q=Av=42x16=67¢s

Weir Method

This method gives more accurate results than the float
method, but it requires a bit more work in that a weir must
be constructed. Figure 3.41 shows the basic arrangement.




A water-tight, rectangular-notched dam is constructed and
provision is made for measuring the height of the water
surface above the notch. The weir should be located in
the center of the siream, its crest should be sharp {as
shown in the figure), and the streambed in front of the
weir must be as flat as possible. The head H is measured
sevaral feet upstream from the weir, as shown. The di-
me asions of the weir and the head are all that are needed
to vbtain accurate flow measurements, using the following
hydruulic relation:

E. 3.17 Q = CLH¥
where @ equals the flow in cfs; L equals the width of the
weir opening in feet, C equals a discharge coefficient; and
H equals the head above the weir in feet.

The discharge coefficient (C) can be determined from
Figure 3.42, given the head (H) and the dimensions of
the weir (P is the height from the streambed to the weir
opening; b is the width of the stream).

)

Figure 3.41 Weir and measuremeris lo determine stream flow.

Example: A rectangular-notched, sharp-crested weir
hewving a crest 0.5 feet above tiie sireambed and & width
of 2.4 feet sits in a channel 4 feet wide. The head is
determined to be 0.6 feei. Calculate the flow.

Solution: To get the coefficient C from Figure 3.42,
we need the following ratios:
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Figure 3.42 Discharge coefficient for a notched, sharp-crested weir
{after King and Brater, 1963).

From Figure 3.42, the coefficient is determined to be C
= 3.3. So the flow is

Q=33 x24 x (0.6)32 = 3.7cfs

If you install the weir permanently and put a scale on
the measuring stick for the head, you can easily prepare
a discharge chart. Then, any time you want tc measure
flow, you just read your stick and find the flow on your
chart.

—}—Comnduits

To take advantage of the upstream head, the water must
be transported to the powerhouse in some sort of conduit.
The conduit can be an open channel, as is usually the
case when a waterwheel is used, or a full-pressure conduit
{pipe), which is usually required for furbines. Sometimes
both are used.

Water is conveyed through conduits at the expense
of part of its energy, which is lost mostly because of the
friction between the water and the walis of the conduit.
These losses are reduced as conduit size increases, but
costs increase correspondingly. Also, in open channels,
reducing the slope decreases the water’s velocity, thereby
reducing head losses; but again, this requires larger chan-
nels to provide the same total flow rate. There are trade-
offs involved in any design. In most circumstances you'll
be using a hwbine which requires water to be delivered
under pressure and the best conduit choice is PVC pipe,
which has less head loss and is cheaper than its steel or
concrete counierparts.

To help you size thez conduit, Table 3.17 gives flow
capacity and friction loss for straight Schedule 40 PVC
thermoplastic pipe. Steal pipe in fair conditicn will have
about double the head loss shown.

To determine the head loss associated with valves and
elbows in the pipe, you can use Table 3.18. The values
given are the length of straight pipe which weuld have the
same head loss as the valve or fitting. So you just add
these equivalent lengths to the actual length of straight
pipe to get total head loss.

As a general design guideline you should try to keep
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Table 3.17 Head Less per 100 Feet of Schedule 40 PVC Pipe

Pipe Flow Rate (gpm)
Size 50 100 150 200 250 300 200 500 750 1000 2000 3000 4000
2" 5.79 209 "
21" 242 8.72 185
K3 0.81 2.93 6.20 10.6
4" 0.21 0.76 1.61 275 4.16 5.83 9.93
5" 0.07 0.24 0.52 0.88 1.34 1.87 3.19 4.82 .
6" 0.03 0.10 0.22 0.37 0.56 0.78 1.33 2.00 4.25 7.23
8" 0 0 0.05 0.09 0.14 0.20 0.34 0.51 1.08 1.84
10" 0 0 0 0.04 0.05 0.07 0.11 0.17 0.36 0.61 2.19
12* ¢ 0 0 0 0 0 0.05 0.07 0.15 0.26 0.94 1.99 341

flow speeds in pipe to something less than about 5 feet
per second and your overall head loss in the pipe to less
than 10 percent of the available head.

Examplz: Determine the head loss with .22 cubic feet
per second of flow through 400 feet of 4-inch PVC pipe
containing four 45° elbows and one gate valve, three-
quarters open.

Solution: Each elbow is equivaient to 5.4 feet of pipe
and the gate valve adds another 11.7 feet, so the total
equivalent length of pipe is 4 x 54 + 11.7 + 400 =
433 feet. Our fiow rate is

(.22 ft¥isec x 7.5 gal/fi® x 60 sec/min = 100 gpm

50 from Table 3.17 the head loss is (.76 feet per 100 feet
of pipe. Qur total loss is then

0.76
m X 433 = 3.3 feet

It is important to remember to use the net head (avail-
able vertical head minus pipe friction head loss) for H in

Equation 3.15. ‘

Example: With a vertical head of 50 feet and the 4-

inch PVC pipe of the last example carrying 0.22 cfs, what
power would be generated by a 60 percent efficient sys-
tem?

Solution: The net head is 50 — 3.3 = 46.7 feet, so,
using Equation 3.15, the power generated would be

QHe 022 x 46.7 x 0.6

P=118" 1.8

= 0.52 KW

The loss of head in the pipe has cost us about 7 percent
of the available power, which seems acceptable.

If your channel is an open one, then we need to be
able to pick its size and slope to deliver the amount of
water required with a tolerable head loss.

If the channel is simply a ditch in the ground, its slope
will be largely determined by the terrain. But if you have
a choice, a slope of about 0.1 to 0.3 percent (correspond-
ing to a head loss of 1 to 3 feet per 1000 feet of conduit}
is to be recommended. As a rough guideline, channels
should be designed to produce flow velocities on the or-
der of 3 to 6 feet per second (less if there may be an
erosion problem in the channel}.

The design of a conduit consists of picking the di-
mensions of both the conduit cross section and the con-
duit’s slope so that it fransports a given flow of water with

Table 3.18 Egquivalert Lengths of Fittings, in Feet of Pipe.

Pipe Diameter
Fitting 2" 2ty" 3’ 4" L3 8" 10" 12

Globe Yalve, Convertional

fully open 586 70.0 86.9 114.1 171.8 2261 2839 3382
Andle Valve, fully open 25.0 298 371 48.6 73.3 96.4 1211 144.3
Gate Valve, fully open 2.2 2.7 33 44 6.6 86 169 12.9

three-quarters open 6.0 7.2 8.9 11.7 17.7 23.3 292 348

half open 276 329 409 53.7 809 106.4 133.6 159.2

quarter open 155.0 1852 320.1 302.0 4549 598.6 751.5 895.4
90° Standard Elbow 55 6.2 7.7 10.1 15.2 20.0 251 29.8
45° Standard Elbow 28 33 41 54 81 10.6 134 159
90° Long Radius Efbow 43 51 6.3 8.3 125 16.5 20.7 247
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minimal head loss. The head lcss in an open channel is
equal to the slope; while in a pressure conduit, the head
loss depends only on the velocity of the water and the
diameter and material of the pipe. The nomograph of
Figure 3.43, which applies to both the channel and the
pipe cases, enables us to work out graphically the re-
quired calculations.

Example: Find the slope needed tc convey 7 cfs in the
trapezoidal rock channel whose base has a width {D) of
2 feet, whose sides are inclined at 1:1.5, with water flow-
ing at a depth (d} of 1 foot (Figure 3.43).

Solution: The solution is worked out on the nomo-
graph as follows: on the right-hand graph, locate the point
corresponding to {d/D) = 0.5 for the cross section with
z = 1.5, and project it horizontally to the left edge of the
graph. From there, the line is drawn down through the
point comresponding to D = 2 on the width line to the
Center Reference Line. From the Center Reference Line,
project up through the Discharge point Q = 7 cfs to the
Friction Loss =cale, where we read off a value of about
4 feet of head for every 1000 feet of channel. So the
slope is 0.4 percent.

This example indicates how to calculate the amount

of head lost in conveying water from the dam site fo a

distant powerhouse. You will need to do this sort of cal-

culation in order to ‘decide whether it makes sense to

- locate the powerhouse near the damn or whether sufficient
exira head can be gained to locate it elsewhere.

[
_ Turbines

" The most logical way to generate electricity from water is
with a turbine; their efficiency is typically in the 80 percent
range and their high rotational speed provides a good
match o the needs of an electrical generator. Fortunately
in the last few years a number of new small turbines have
been introduced to the marketplace and, coupled with
sophisticated electronic controls and storage schemes, it
is now possible to utilize microhydro power with little
change in your stream and quiite reasonable eccniomics,

Turbines are classified as either impulse or reaction
types. Impulse turbines use the kinetic energy of water
squirting out of a nozzle at high speed to turn the turbine
wheel (called the runner}. It is usually turbines of the im-
pulse type that are utilized in high head situations. The
Pelton wheel, the Turgo wheel, and the cross-flow turbine
are all examples of impulse turbines.

In reaction turbines, part of the available head is con-
verted to kinetic energy and the rest remains as pressure
head. The flow takes place under pressure, which means
the whole unit is enclosed in a case as opposed to the
open housing of an impulse turbine. Reaction turbines
are classified as of the Francis design or propeller desiagn
and are useful in low to medium head installations.

Pelton Wheel

The Pelton wheel, which was first developed in America
and patented back in 1880, is the most common impulse
turbine. The turbine in Figure 3.34 is a Pelton wheel, and
as can be seen, a nozzle shoots a high-speed stream of
water against a series of curved paddles or buckets at-
tached to a smail wheel.

These turbines are used only in high head situations
{above 50 feet) where their efficiencies, while typically
closer to 80 percent, can in some cases be in the low 90s—
As high head devices they can be physically quite small,
which means they roiate at high speed and are thus well
matched to the demands of an eleciric generator.

Independent Power Developers, Inc. (Rt. 3, Box
1741, Sandpoint, Idaho 83864) manufacture a tiny 4-
inch Pelton wheel. The turbine is directly coupled to a 32-
volt dc generator which can produce up to 2000 watts or
about 1400 KWH per month. The turbine-generator set
sells for around $1000, while a complete installation with
turbine, generator, batteries, inverter, and pipe probably
runs closer to $5000. Table 3.19 gives some representa-
tive monthly energy productions from this unit,

Table 3.19 Energy Ouiput (KWH/mo) from Independent
Power Developers’ 4-Inch Pelton Wheel/Generator

Head Flow Rate (gpm)
(ft) 15 20 25 30
50 80 110 —_ —
150 160 215 270 325
150 240 325 400 480
200 320 430 540 645
250 400 540 670 800

Another manufacturer of Pelton wheels is Small Hy-
droelectric Systems & Equipment {15220 S.R. 530, Ar-
lington, Washington 98223). They have been producing
4.5-, 9-, and 18-inch wheels designed for outputs from
a few hundred watts to 50,000 watts. Systems with oui-
puts exceeding 2000 watts can be purchased with Wood-
ward governors anc. synchroncus generators for direct
conversion to 60-cycle ac. Their turbines have been de-
signed to accommodate as many as four jets, so that a
given turbine can be used in a variety of head and flow
combinations. For example, supplying 20 gpm onto their
4Y%-inch wheel with a 50-foot head delivers 100, 200,
300, or 400 watts, depending on how many jets are uti-
lized.

Table 3.20 gives some idea of the many combinations
that these systems allow; notice when four jets are used
on the 9- and 18-inch wheels, two wheels are stacked
together. The cost of the turbines alone runs somewhere
around $700 for the 4V4-inch wheel to $1500 for a pair
of 9-inch wheels; a complete 15 KW system with alter-
nator and governor starts at about $6000. They are now’
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Table 3.20 Example of Power Outputs from Three Pelton Turbines from Small Hydroelectric Systems & Equipment®

$alnch 1 Wheel 2 Wheel I Wheel 2 Wheel
Head ijet 4 jei F-lnch 1 jet 4 jet 18-inch 1 jet 4 jet

{ft) gapmijet (watts} (watis} gpmijet {watis) {watts) gpmijet {ipakts) {watts)}
25 14 25 100 40 125 500 125 250 1000
50 20 100 400 24 275 1100 180 800 3200
75 24 180 720 6% 550 2200 216 1750 7000
100 23 280 1120 77 800 3200 252 2500 10,600
150 34 500 2000 95 1450 5800 306 5000 20,000
200 39 800 3200 108 2200 8800 356 7500 30,000

Notes: a. Assumes generator conversion factor of 1 KW/hp.

introducing a new line of wheels with improved charac-
teristics. Write them for their newest catalog.

Other sources of Pelton wheels include Alaska Wind
& Water Power {PO. Box G, Chugiak, Alaska 99567);
Pumps, Pipe and Power (Kingston Village, Austin, Ne-
vada 89310}); and Elektro GmbH (St. Gallerstrasse 27,
Winteribur, Switzerland).

There is another impulse turbine called a Turgo wheel
that is similar to a Pelton, but the runner has a different
shape and the jet comes in from the side rather than dead
center. The Turgo spins faster than a Pelton and has a
srmaller size for the same output, which potentially raeans
the product could cost less and be better maiched to the
requirements of a high-speed generator. It is available
from one marufacturer, Gilbert Gilkes and Gordon, Ltd.
{Kendal, Westmorland, England).

Banki/Michell (Cross-Flow) Turbine

The Banki/Michell turbine was first irvented by the Aus-
tralian engineer A. Michell in the begin.ing of this century.
Later, the Hungarian professor D. Banki improved and
patented it. Today it is most widely known by his name,

although sometimes it is called a Michell or cross-flow
turbine, Banki turbines have been Guilt for heads from 3
to 660 feet, with rotational speeds of between 50 and
2000 rpr; they are especially recommended in medium
head situations (about 15 to 50 feet).

The main parts of a Banki turbine are the runner and
the nozzle {Figure 3.44). A jet discharged from the rec-
tangular nozzle strikes the blades on the rim of the runner,
fiows over the blade, passes through the inner space of
the runner, and then strikes the blades for a second time.
Efficiencies of manufactured units are on the order of 80
to 88 percent and, unlike reaction types, these turbines
are efficient over a wide range of flows.

Banki turbines can be buiit at home by a fairly skilled
person. Students at Oregon State University nearly thirty
years ago built such a turbine, which tumed out to have
an efficiency of 68 percent. And H. W Hamm describes
how to build a 12-inch Banki turbire (see Bibliographyj.

The Ossberger-Turbinenfabril: (D-8832 Weissenburg
1. Bay, Postfach 425, West Germany), which has installed
thousands of these turbines, is now joined in the market-
place by an American company, Bell Hydroelectric (3
Leatherstocking St., Cooperstown, New York 13326).

headwalter

generator

runner

shafi‘\
bearing

pulleys

water surface of powerpoal
|
|

head

nozzle

Figure 3.44 Two views of a Banki/Michel} turbine (after | lamm).
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Reaction Turbines

For low head installations reaction turbines are the ones
most commonly used. Rather than having the runner be
shot at by a stream of water as is the case with impulse
turbines, reaction turbine runners are completely im-
mersed in water and derive their power from the water’s
mass rather than its velocity (see Figure 3.45).

generalor

Flow regulation
rrgchamsm
echamsm, |

gate regulation
shaft

water level (head}

turbine shatt

gates

|— runner
draft tube

tanbwater

Figure 3.45 Example of a small hydroelectric facility using a
Sampson turbine from James Leffel and Co.

A commonly used reaction turbine design has a run-
ner that looks like an outboard motor propeller. Many
large (megawatt) instaliations use a propeller type runner
with variable-pitch blades which can be adjusted accord-
ing to flow (Kaplan turbine), but on small installations this
degree of sophistication would be too expensive.

Independent Power Developers, Inc. of idaho man-
ufactures a fixed-pitch propeller turbine designed for
heads of from 5 to 50 feet. Their basic 3 KW system
including batteries and inverter costs something like
$4000.

Jemes Leffel and Company {Springfield, Ohio 45501)

has been manufacturing reaciion turbines since 1862.
Their Hoppes Hydroelectric system (Figure 3.37) is well
syited to the low-power applications being considered
here. It is a very compact unit with a generator mounted
on the same shaft as the turbine. It comes with a governor
for regulation of the rotational speed and is avaiiable with
either ac or dc generators. Standard sizes deliver from 0.5
KW to 10 KW with heads of from 8 to 25 feet at a cost
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of from about $7000 to $13,000. Table 3.21 gives several
available sizes. .

There is a new miniturbine available now from Can-
yon Industries (5346 Mosquito Lake Road, Deming, Wy-
oming 98244). Called the Hydromite, it will produce 150
to 700 watts with flows of 30 to 40 cfm on quiie modest
heads of 15 to 34 feet. The turbine itself cosis less than
$500. .

Table 3.21 Sample Hoppes Hydroeleciric Units®

Capacity Range of Heads Range of Flows
(KW} i {(cfs)

0.5 8-12 1.7-1.1
1.0 8-25 32-1.1
2.0 8-25 55-1.8
3.0 8-25 7.8-26
5.0 8-25 12.7-4.3
75 11-25 13.3-63

16.3-8.0

10.0 12-25

Notes: a. Available from James Leflel and Company.

Other sources of reaciion turbines include: G & 2
Associates (233 Katonah Ave, Katonah, New York 10536},
Barber Hydraulic Turbines Lid. (Barber Point, 20. Box
340, Port Colbome, Ontario, Canada, L3K5W1); Elektro
GmbH (St. Gallerstrasse 27, Winterthur, Switzerland);
dyoti Ltd. (R. C. Dutt Rd, Baroda — 390 005, India); and
Land and Leisure Services, Inc. {Priory Lane, 5t. Thomas,
Laurnceston, Cornwall, England).

Waterwheels

Waterwheels are tumed both by the weight of water in
their buckets and by impulse. Their efficiency, which may
be anywhere from 35 to 85 percent, is litfle affected by
varying flow rates and they are not damaged by sand and
silt in the stream. Waterwheels are categorized according
to the location at which the water strikes the wheel. An
overshot wheel (Figure 3.46) accepts water at the top of
its rotation; its downward -rnoving side is overbalanced by
the water and this overbalance keeps it in slow rotation.
The breast wheel receives water ha'fway up ils height
(Figure 3.47) and tumns in the oppcsite direction as an
overshot type. Breast wheels are nov recormmended be-
cause they are relatively inefficient and are harder to build
and maintzin than overshot wheels. Lastly, the undershot
wheel (Figure 3.48a) is powered by water as it passes
under the wheel. One version of the undershot wheel is
the Poncelet whee] of Figure 3.48b. By cunving the vanes
to reduce the shock and furbulence as the water sirikes
the blades, a Poncelet wheel is able to achieve much
higher efficiencies than an crdinary undesshot.
Waterwheels are a rather “low” technology; they can
be built without much in the way of special skills, mate-
rials, or tools. The shaft of a waterwheel can be coupled



= gluice gate

7

': Figure 3.46 An overshot wheel

headwater

Figure 3.47 A breast wheel.

by means of belts and pulleys directly into such low-speea
mechanical loads as saws, lathes, water pumps, and mills;
but their low turning speed makes it difficult to couple
them into electrical generators. A typical waterwheel tums
at something like 5 to 15 rpm and, since an automobile
generator needs 2000 to 3000 rpm to put out much cur-
ent, a gear ratic of about 300:1 would be required. Such
high gear ratios are quite difficult to attain, which severely
limits the usefulness of the waterwheel-automobile-
generator combination. There are generators, used in
commercial wind-electric plants, which put out significant
power at lower rpms; however they are considerably more
expensive.

To speed up the rotation of a shaft, pulleys and belts

headwater

T Lailwater
sluice gate *“—L
AT e NENE]

ta)

(b)

Figure 3.48 A simple undershot whee! (a) and a Poncelet wheel (b}.

87




can be used, as shown in Figure 3.49. The ratio of the
speeds of the shafts is equal to the ratio of the diameters
of the pulleys:

Figure 3.49 Slow turning water wheels need o be geared up.

N: _ D,
N, D,
To obtain a speed increase of, say, 20 to 1, the diameter
of one pulley would have to be 20 times the diameter of
the other. For large speed increases, the step-up should
be done in stages, as shown in Figure 3.49. In this case,

the total increase in speed is equal to the product of each
pulley ratio:

E. 3.18

N, _D. D,

N, D, D,

E. 3.19

Overshot Wheels

The overshot wheel was one of the most widety used
waterwheels in olden times. It has a number of sheet iron
or wooden buckets around its periphery and is supplied
with water from a flume over its top. If the buckets are
smoothly curved and designed so that the water remains
in them until the lowest possible point in the wheel’s ro-
tation, then relatively high efficiencies on the order of 60
to 75 percent are possible.

Owvershot wheels can be used when the available
head ranges from 5 to 30 feet; the diameter of the wheel
is usually selected to be about three-fourths of the avail-
able fall. The flow through the flume is controlled with a
sluice gate. The width of the wheel is usually 4 to 8 inches
greater than th.2 width of the sluice gate and the depth of
the buckets is usually 10 to 16 inches. It is more efficient
to have the buckets only about one-half fo two-thirds full,
. io minimize water spillage.

There are several formulas which can be used to help
desiyn an overshot wheel. The variables are defined be-
low;, as well as in Figure 3.46:

D = diameter of the waterwheel (ft)
w, = width of the buckets (ft)

w, = width of the sluice gate (ft)

b = depth of the buckets (ft)

N

wheel rotational spead (rpm)
o = height of sluice gate opening (ft)

h; = head on the sluice gate, measured from waier
surface to center of opening (ft)

hz = vertical distance from water surface in flume to
top of wheel {ft)

h; = ventical distance between tailwater surface and
point where buckets siart to empty (ft)

hs = vertical distance from bottom of wheel to tail-
water surface {ft)

H = total available head, from surface of water in
flume to tailwater surface (ft}

H, = effective head for generating power (ft)
Q = flow rate (cfs)
The rotational speed of the wheel is given by

_ 70V(hy)
T D

E. 3.20 N

The width of the buckets, assum’:g they are about two-
thirds full, is given by

30Q

E. 3.21 W, = m

The dimensions of the sluice gate opening, o and w,, are
related by

. Q
E. 3.22 w, = Y]
The effective head that the wheel sees is
h; + h
E.323 H,=H- {—iz—")

and the power generated in kilowatts is given by

_ QH.e
E.3.24 P = 118

where the efficiency e is roughly 0.65 to (.75,
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Figuve 4.102 A typical baseboard unit.

solar lcop, forcing the water to circulate through the aux-
iliary boiler, which then heats the interior.

Control of a hydronic baseboard distribution loop is
best accomplished with what is called a two-stage ther-
mostat. Like any thermostat, a two-stage stat lets you dial
in whatever rcom temperature you want. Whenever the
room temperature drops below that sat point the first stage
of the thermostat tums on the pump, which circulates
water from the solar siorage tank through the baseboard
loop. Hf the room temperature drops another degree or
two, the sacond stage of the thermostat energizes the rno-
tor-valve, which diverts the baseboard flow through the
auxiliary boiler, which then heats the house.

This is a very effective controi strategy that maximizes
the utilization of the solar heat Less effective conirol
schemes usually make the decision to fall back on the
boiler based on some arbitrarily fixed minimum storage
temperature even though under mild heating loads a low-
er water temperature might still do an adequate job.

You might wonder, why nct put the boiler in series
with the solar storage tank instead of in parallel? If you
did, you could avoid the use of the three-way valve and
the more expensive two-stage thermostat; the boiler
would always insure that plenty of hot water would run
through the distribution lcop. The problem is that the
boiler can end up heating the sclar tank as well as the
house, as the example in Figure 4.102 indicates. LeY's say
the water in storage is 100°F and the boiler boosis it o
150°F. As it passes through the distribution loog, it drops
typically 20° in the precess of heating the house, which
means 130°F-water is being returned to siorage while only
100°F -water is being taken from storage. The solar storage
tank will then be heated to 130° by the boiler. That re-
duces the collector efficiency the next day, since the coi-
lectors are always starting with a very high source tem-
perature. The parallel boiler scheme is much moie
efficient, automatically squeezing the most Btu pessible
out of the solar system.

- The forced-air auxiliary systemn is similar in strategy
to the hydronic loop just described. The soiar-heated
water runs through a water-to-air heat exchanger, called
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Solar Tank

Figure 4.103 Puiting the boiler in series with the tank and load is
not recommended, since it may heat the solar tank.

a hot-water coil (Figuve 4,104} an the inlet or “return”
side of a conventional furnace. The solar-heated v«
preheats the air before it passes thrcugh the furnace.
trol is again best accomplished with a two-stage thermo-
stat that turns on the circulating pump and furnace blower
with the first stage and the auxiliary with the second.

—

Figure 4,104 Typical water/air heat exchanger or hot-water heating
cail (after Wave-Fin coils manufa-tured by Dunham-Bush, Inc.).

Once the system schematic is decided upon, you can
move on to sizing the individual components, the most
important of which are the collector array and storage
tank, so let’s start there.

Collecior Sizing

There are a number of analytical techniques that can be
used to evaluate the performance of a collector amay.
ranging from intefligent guessing to quite sophisticated
and involved modeling. The more factors you try to in-
clude the more involved the calculations become. What
we do in this section should be viewed as reasonable but
nct something to bet your last dollar on.

Perhaps the place to begin is by asking the question,
just what fraction of your heating demands do you want
to supply with solar equipment? Very small collector areas



result in low equipment costs but high auxiliary fuel bills.
Large collector arrays cost a lot of monev but result in low
auxiliary fuel costs. With appropriate estimates of equip-
ment costs and future costs of auxiliary heating fuel we
can imagine that there might be an optimum collector
area that would result in the lowest combined cost of fuel
and equipment. These relationships are illustrated in Fig-
ure 4.105. The location of the optimum is very closely
tied to your estimate of the future costs of fuel to run your
auxiliary equipment. [f conventional fuels only go up
modestly in cost, then a low solar heating fraction would
be optimum; if they go out of sight, then a high percentage
solar it oest. Most now consider the optimum collector
area to be one that supplies about two-thirds to three-
fourths of the annual space-heating demand. Roughly
translated, that means that if you can supply something
like 40 or 50 percent of the January load, then the annual
coverage will typically be in the two-thirds to three-fourths
optimum range.

Annual Solar Heat:ng Fraction

Q G5 075 080 098
-

~ - lotal heating cost

-
e

—

~—-- cost of salar and aux

Cosls

——total fuel cost

Aux cost

|
1
1
i
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I
{
|
I
|
A

Collector Ares

Figure 4.105 Solar system economics,

Let's work out a simple procedure that can be used
‘1o estimate the collector area required to supply a given
v fraction of the January load. Once that area has been
found we will use a procedure known 2« f-chart to esti-
mate the monthly and annual solar heating fractions.

Cur simple procedure involves estimating the average
coliector efficiency on a clear day, multiplying that by the
insolation on a clear day, then multiplying that by the days
per month and the monthly percentage sunshine. The
result is an estimate of the average energy collected in a
month’s time per square foot of panel, which can be used
to choose a collector area.

The key assumption here is that the panels collect no
energy when it is cloudy. That tums out to be a pretty
good estimation, since the criticat insolation required to
raise water above the storage tank temperature in the win-
ter is usually more than is coming through the clouds.
Notice that this assumption would not be true for a simple

solar water heater, which can do some useful heating in
cloudy weather since it gets to start wit «0ld tap water at
something like 50°F. The space heater storage tank will
seldom be telow about 90° to 100°F and that is too high
for most collectors to reach in cold, cloudy weather.

So we need to estimate a clear sky daily collector
efficiency. We can do this very carefully or we can use the
broad brush approach. Let’s relax and do it fairly casually.
We of course need a collector efficiency cui7e to work
with, obfainable from the collector manufacturer. Most
likely you'll be using either a panel with a flat black ab-
sorber coating and double giazing or one with a selective
surface and single or double glazirg. For purposes of il-
lustration, let’s use the collector efficiency curve of Figure
4.106. This is an ASHRAE curve, which means the fluid
parameter is in terms of collector inlet temperature rather
than average fiuid temperature. The curve corresponds
roughly to a single-glazed, seiective surface panel.

10
T : w

Efficiency

0.2 - }

Intercept = ™ —pg
i Y
0 1 I |

Q 02 04 0.6 08 10
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i

Figure 4.106 Example ASHRAE collector efficiency curve showing
derivation of Fy, ta and FaU,. Collector is a single glazed selective
surface.

We need average values for collector inlet termpera-
ture, daytime ambient temperature, and insolation on the
panel. From those we can find an average efficiency.

The inlet temperature to the panels is the temperature
of the water being taken from storage, so we need an
average storage temperature during the day. With storage
sized the usual way at about two gallons of water per
square foot of collector, a storage tank will swing ii: tem-
perature by about 40°F per day. That means the average
storage temperature will be about 20°F above its morning
low. How low you can let the tank fall before it isn't useful
for space heating depends on the characteristics of the
heat distribution system. Reasonable values are 90°F for
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aradiant system, 100°F for a forced-air system, and 120°F
for a baseboard system. So we shall assume an average
inlet temperature to the panels of 110°F for a radiant slab;
120°F for a iorced-air system; and 140° for a baseboard
locp.

To estimate average daytime ambient temperahires
you can use the values given in Appendix 4F if your city
is listed; otherwise, estimate it from degree-days, by add-
ing say 5°F to the 24-hour temperature. That is, use

Tnd-70—(—Dng

E. 4.72
where T,, is the average daytime temperature, (DD) is
degree—days for the month, and d is the number of days
in the month.

The last factor to estimate is average hourly insolation
on the panels on a clear day. Appendix 4C lists hour-by-
hour values of insolation along with daily totals for various
latitudes and tilt angles. It's a little sloppy, but reasonable
values for average insolation can be obtained by dividing
the clear day total insolation by the number of hours that
the insolation is above about 80 Btu/hr-fi2. That number
of inours is easy to estimate from the tables.

Example: Estimate the energy collected on a clear Jan-
uary day in Reno (39%2° north latitude) by a panel with
efficiency given in Figure 4.106, tilted at a 50° angle. As-
sume a forced-air heating system.,

Solution: Since it's a forced-air system, we’ll assim.e
an average inlet temperature, T,, of 120°F Let’s use the
degree-day approach to estimating the average daytime
ambiernt temperature.

DD 1073 .
Tu=70- =5 =70 - = =35

(The 1073 degree-days came from Appendix 4B.) Check-
ing Appendix 4C at 40° north latitude and 50° tilt, we see
that there are 1906 Btw/ft? on a clear day and that inso-
lation exceeds 80 Btu/hr-ft2 from 8:00 AM. to 4:00 PM.
Qur estimate for average insolation is thus

1906 Btu/ft*-day Btu

8 hriday =238

T =
fiz-hr

giving us an average fluid parameter of

%= T, :Tnd _ 120 — 35 - 036 F-hr-f?

I 238 Btu

From Figure 4.106 we estimate the daylong efficiency at
44 percent and the energy collected, Q,, to be

Q. = 044 x 1906 = 838 Btu/ft*-day. .
192

If 838 Btu/ft? are collected on a clear day, we can get
a rough estimate of monthly energy collected by multi-
plying that vaiue by the days per month and the monthly
percent sunshine. Thus for Reno, with 66 percent sun-
shine in January {Table 4.4}, we would estimate that 1
square foot would collect

Btu days
f2-day x 31 mo
17,150 Btu/fi>-mo

Q. = 838 —— x 0.66

It

We are about ready to tie this all together. We can
estimate monthly solar energy required by adding the hot-
water load to the space-heating load. From these we can
estimate collector area required.

Exsmple: Estimate the collector area required to deliv-
er 50 percent of the energy required in Janaury by a
house in Renc with a heat load factor of 505 Btu/hr-°F
and a hot-water load of 80 gallons per day brought from
60° up to 140°F. Assume a forced-air system.

Solution: First determine the loads:
_ gal bm 1Bt Btu
hot water = 80 day 834 lbm Bm °F
x (140 — 60)°F x 31 22X d""s
= 1.6 x 10° Btu/mo
space heat = x 1073 £-day

5053‘;,;7:)(24-';

= 13.0 x 105—
‘ mo

Letting L be the total load, we have

L =(16+ 13.0) x 10¢ = 14.6 x 10° Biu/mo

The collector area, A, to deliver half that energy with a
panel that delivers 17,150 Btuw/ft>-mo would be

05L 05 x 14.6 x 10¢ Bu/mo
Q. 17,150 Btu/ft>-mo

A = = 425 fi*

So we have an estimate for the collector area required
to deliver half of January’s hot-water and space-heating
load (and therefore probably three fourths of our annual
load). The procedure was simple enough to tempt us to

.use it month-by-month to evaluate the annual solar heat-

ing fraction. To do so would invite more error than we
should feel comfortable with. As monthly solar heating
fractions approach 100 percent the accuracy of this pro-
cedure drops off. Doubling the above rollector area, for
example, will not vield 100 percent solar heating in Jan-




uary, but something morz like 80 percent, (the o.d law of
diminishing returns}, so we need to be careful.

The most popular method used today to estimate
monthly solar heating fractions was developed at the
University of Wisconsin by Beckman, Klein, and Duffie
{for a complete description of the procedure see their
book, Solar Heating Design By the f-Chart Method).
Called the f-chart procedure, it is the result of many
hundreds of computer simulations performed for both lig-
uid and air systerns. The procedure requires calculation
of two dimensionless parameters, X and Y, which inte-
grate basic information on the collector design, the build-
ing load, and local environmental conditions. These pa-
rarneters are then used in Figure 4.107 {for liquid systems)
or Figure 4.119 (for air systems) to find the monthly frac-
tion, f.
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and Frra, factors which can be read off of the collector
efficiency curve (see Figure 4.106 or 4.29):

Ferae = the vertical axis intercept of ASHRAE efficiency
curve
Fpll, = the siope of the ASHRAFE ¢fficiency curve

The transmittance-absorptance product, Ta, obtained
from a collector efficiency curve really applies to sunlight
coming in at a nearly perpendicular angle to the collector
plate. The value {7a) is a monthly average transmittance-
absorptance product that has been adjusted to account
for the times that incidence is not near normal. Klein rec-
ommends an approximation:

E.4.75 {ta) = 0.93 1a

The other unusual term is Fz’, which is the collector
heat-removal factor, Fg, multiplied by a penalty factor if
there is a heat exchanger in the collector loop. Analysis
of the heat exchanger penalty is beyoind our means here,
but if there is a fairly well-designed heat exchanger in the
collector loop, we can use a penalty factor of about 0.95.
No heat exchanger, no penalty factor and Fg' = Fr.

Thus, for cur purposes we have the adjustments
shown in Table 4.39. Let’s use the f-chart to work out the
performance of the collector array that we sized awhile
ago.

Figure 4,507 {-chart for liquid systemn (from Solar Heating Design by
the f-chari Method).

The two parameters are defines as

E 473 X - FoUA(T, — T, )AL
L
and
E. 4.74 Y - PM

L

Most of the factors in X and Y are quite straightfor-
ward:

A. = gross collector area (fi?)

H: = monthly average insolation on the collector surface
(Btu/ft>-mo)

combined hot-water and space-heating load « (Biu/
mo}

reference temperature = 212°F

monthly average 24-hour temperature (°F)

total number of hours in the month

L

W

]

T
T,
At

There are a pair of terms that need a few words of expla-
nation, F'U; and Fg’'(va). They almost look like FrlJ,

Table 4.39 Adjustments to Efficiency Curve Parameters for
Use in §-Chart

No Collector Loop With Collector Loop
Heat Exchanger Heat Exchanger
Fa' fra) (0.93F yra 0.88F ;7
Ftl FU, 0.95F U,
Example: Estimate the January solar heating fraction

for a house in Reno with a load of 14.6 x 10% Btu using
425 square feet of collector with efficiency given in Figure
4.106. Assume no heat exchanger in the collector loop.
Average monthly insolation on the collector is 41,000 Btu/
ft2-mo; January has 1073 degree-days.

Solution: The parameters we need for X and Y are
A, = 425f¢
Hy = 41,000 Btu/ft?>-mo
L = 14.6 x 10¢ Btu/mo
T, = 21ZF
1073
F = 65— == = 3I°F
T, 65 31
At =31 x24 =744 hr
Fy' (va) = 0.93 Fgro = 0.93 x 0.76 = 0.70

FR'UL = FRUL = 0584
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Plugging in,

- 084 x 425(212 - 31)744

as is given in Equation 4.74, bui a new definition for X is
used:

X 14.6 x 10° 3.3 E. 4.76
v - 0.7C x 425 x 41,000 0.83 , _
= 146 x 10° =u ¥ = Fr'UA, (116 + 1.18T1+ 3.86T, — 2.32T,jAt
From Figure 4.107 at these coordinates, we find f = G.5; where
that is, & b0 percent solar heating fraction. We certainly
would have hoped for if to be about 50 percent, since that T. = hot water temperature (e.g., 140°F)

was how we found the collector area in the first place
using the percent sunshine method. In Table 4.40 the rest
of the months are calculated using the f-chart, and the
final annual fraction works out to be

‘ 24.5
SHF = (I - ﬁ) = 744%

So it is as we suggested: sizing for 50 percent of the Jan-
uary load resulted in very nearly 75 percent of the annual
load.

The f-chart in Figure 4.1J7 has been developed for
a nominal value of collector flow rate equal to (.02 gpm
per square foot of collector, and a storage volume equiv-
alent to 2 gallons of water per square foot of collector.
Account is also taken of the effectiveness of the heat ex-
changer that heats the house. Variations in these param-
eters about these nominal values must be fairly large be-
fore the annual solar heating factor changes significantly.
Interested readers are referred to Solar Heating Design
By the f-Chart Method.

The f-chart can also be used to predict monthly solar

T. = temperature of the cold water mains (e.g., 60°F)
L raonthly hot water load (Btu/mo)

So if we were ambitious enough, we could do a
month-by-month calculation that would result in an an-
nual solar fraction that shouid bear greater resemblanice
to reality than the crude approach suggested way back in
Figure 4.53.

Siorage Considerations

Liquid systerns invariably use a tank of water for solar
energy storage. By elevating the temperature of storage,
T,, above its minimum useful temperature, T, we will
store an amount of energy Q. equal to

E. 4.?7 Qs = PCpV(Ts - Trnln)

where pC, is the product (62.4 bm/ft* x 1 btu/lbm°F
= 62.4 Bw/fi3-°F) and V is the storage volume in cubic
feet. Since pC, is fixed by the characteristics of water and
T o is essentially determined by the characteristics of the

fractions for a solar domestic water heater with collector
loop heat exchanger as a separate sv :m without the
space-heating function. The value of Y to use is the same

storage-to-load distribution system, the amount of energy
stored depends entirely on the volume of storage and
how hot we make it.

Table 4.40 An f-chari Example for Reno

Space* Hot-b
Degree Heat Water Monthly -~

Duys Load . Load LoadL Hy= Te Solar AUX
Month (°F-day) {1058 tu) (10°Btu) {10°Bta) {10°PBtu) (°F} X Y Fraction f (105Btu)
Jan 1073 13.0 1.6 146 41 31 33 0.83 0.5 7.3
Feb 823 99 1.6 115 44 37 3.6 1.14 0.7 3.5
Mar 729 88 5 104 56 40 14 1.60 .85 16
Apr 510 6.2 16 78 60 46 5.5 2.29 1.0 0
May 357 4.3 1.6 5.9 61 54 71 3.08 1.0 0
June 189 2.3 1.6 39 55 61 99 4.20 1.0 0
July 43 05 1.6 21 61 69 18.1 B8.64 1.0 0
Aug 87 1.0 1.6 26 61 67 14.8 6.98 1.0 0
Sept 204 25 15 41 60 60 9.5 4.35 1.0 0
Oct 450 59 1.6 7.5 55 50 57 218 (.95 04
Nov 801 9.7 1.6 11.3 39 40 39 1.03 0.62 4.3
Dec 1026 124 1.6 14.0 37 33 34 0.78 0.47 74
TOTALS 6332 76.7 192 95.9 631 49 245

Notes: a. Heat-loss factor = 12,100 Btwdegree-day:
b. 80 gai/day from 60° to 140°F
¢. From the California Solar Data Manual, 40° tilt.
d. Values of X > 1B or ¥ > 2 imply f = 1.0.
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These two factors, storage volumz and temperature
swing, can be traded off against zach other. We can have
a small tank that gets very hot or a large tank that is hardly
elevated above its minimum useful ternperature, and both
can be storing the same amount of energy. Which is bet-
ter? In terms of systemn performance, the big tank is better.
since a lower storage temperature means lower inlet tem-
perature to the collectors, which increases their efficiency.
Studies of the improvement in system perfonaance as
storage volume increases indicate that there should rot
be less than 1 gallon of storage per square fot of collector,
and moreover that not much will be gained by increasing
storage beyond about 2 gallons of water per square foot
of collector, The recommended amount of storage is 2
gallons per square foot.

If you recall, f-chart was derived with an assumed
storage volume of 2 gallons per square foot. For other
storage volumes, the correction factor of Figure 4.108 is
multiplied times the X parameter to get a new value,
which can be used in the chart.

Cubic ft. pebblesisq it colector (air systems)
0375 075 0.125 15 1875 225 2625 30 3.375
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Gallons of Water/Sq. Ft. Collecter {Liquid Based Systems}

. Figure 4.108 Cormections to the X-factor for different storage

g .: volumes. {from Sofar Heating Design by the f-chart Method).

Example: Recalculate the January solar fraction for the
previous example assuming 1 gallon of storage and 4
gailons of storage per square foot of collector.

Soluiion: The Y value stays the same, namely ¥ =
0.83. The correction factor for X at 1 gallon per foot {Fig-
ure 4.108) is 1.22, so the appropriate value to use is X
= 1.22 x 3.3 = 4.0. The results for all three storage
volumes are assembled in Table 4.41. As can be seen,
the performance changes are modest enough that we can
generally skip this refinement.

Storage tanks sized at 2 gallons per square foot of
collector have enough capacity to carry the house through
about one day’s heating demand. If you want to size the
tank to give you several days’ carryover, then the array
must be laige enough to capture more energy on & clear

Table 4.41 The Reno Example Reworked for Three Different
Storage Volumes (January)

X
Y Correction X Fian
1 galft? 0.83 1.22 4.0 0.47
2 gal/ft? 0.83 1.0 33 0.50
4 gal/ft? 0.83 0.83 27 054

dav shar, is required 1> hee th.. ouse for the day, That
wiry, 45 You past throuon a string of clear days the excess
can be accumulating in storage, waiting for the cloudy
period that will foliow.

Another reason for deviating from the rule of thumb
in storage sizing would be if your design strategy is to heat
the house passively in clear weather but to heat from ac-
curmulated storage in cloudy weather. A relatively small
active array with a large storage volume could be putting
away Btu on clear days, to be withdrawn only during
cloudy weather.

Distribution Loop Cousiderations

As was mentioned belfore, liquid systems are compatible
with most heat distribution systems. While the detailed
design of such distribution systems is beyond the scope
of this chapter, there are some basic considerations that
we can explore. Fortunately, there is considerable litera-
ture on heating-systern design and a great deal of accu-
mulated knowledge among heating contractors and me-
chanical engineers to refer to for a more careful exposition.

Consider first the use of baseboard heaters of the sort
shown in Figure 4.102. Many people rank baseboards as
one of the quietest, most comfortable heat distribution
systerns. They are, however, usually sized for 180°F cir-
culating water, which we certainly aren’t going to iry to
achieve with a solar system. If we expect to use them with
solar water down around 120°F or so, we must expect to
put in a considerably longer distribution loop. Usually
manufacturers list performance of their baseboard units
down to 150°F, but we would like to know what they'll
put out at even lower temperatures. One major manufac-
turer (Slant/Fin Corporation, 100 Forest Dr., Greenvale,
New York 11548) has ‘ested their units at temperatures
down to 90°F and published de-rating factors that we have
reproduced in Table 4.42. By multiplying the rated output
at 150°F by the de-rating factor at the temperature of
concern, we can determine the output at the lower tem-
perature.

For example, the Slant/Fin model 83A has a rated
output at 150° of 490 Btu/hr-ft. With 120°F water running
through it, the output would be reduced to 0.55 x 490
= 270 Btu/hr-ft. At this low temperature, depending on
design loads, it may or may not be possible to heat the
house without an unacceptably long length of baseboard.
That doesn’t rule out their use, however, since the auxi’-
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Table 4.42 De-Rating Factor for Copper-Aluminum Fin-Tube

Baseboard
Multiplier Outputs ot 1 gpm (Biu/hr-ft)
Water Temp. Times 150°F Mcde! Number®

{°F) Rating 30-75 30-50 83A 81A
150 1.0 380 420 490 520
140 0.84 319 352 4i1 437
130 0.69 262 290 338 359
120 0.55 209 231 270 286
110 0.41 155 - 172 201 213
100 0.28 106 118 137 146

90 0.17 65 71 83 88

Notes: a. Slany/Fin preducts. Outputs at 65°F entering aic.

iary boiler can always be set at a high enough temperature
to assure z.dequate heating under the worst conditions of
low sclar temperature and high heating demand.

Example: Suppose a house with heat-loss factor of 505
Biuw/hr-°F is located in an area with a design temperature
of 10°F. What length of 83A baseboard would be requir-:d
if the average 100p temperature is 120°F?

Solution: The design load is
505 Btu o Btu
g = UAAT = “hF x (70 — 10)°F = 30,300 e

The required baseboard length would be

30,300 Btu/hr
270 Bu/ft-hr nzs

If only 90 feet could be conveniently located around
the house, what temperature water would be requirad to
heat the house under the worst conditions? The base-
board would need to put out

30,300 Bru/hr

90 = 336 Buw/hr-ft
Table 4.42 indicates that Model 83A can put out that much
i its temperature is 130°F. The parallel auxiliary boiler
should therefore be set at 130°F so it will handie the load
if the solar water can’t. With this shotter baseboard some-
times the solar water could handle the design load and
sometimes not, and the beauty of the two-stage ther-
mostat control described earlier is that the switching back
and forth is done automatically in such a way as to max-
imize the use of the solar-heated water. Ifit is 50°F outside
and it only takes 100°F water to heat the house, and if
that’s available in the tank, that is what will be used. The
auxiliary only comes on when the combination of solar
temperature, outdoor temperature, and baseboard length
are insufficient to do the job.

A typical hydronic distribution system for a small
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Figure 4.109 A one-pipe hydronics loop for a small building.

dwelling is sketched in Figure 4.109. This configuration
is known as the “one-pipe” schermne, probably the most
popular for small systemns. Hot water leaves the storage
tank and traverses the circulation loop, retuming any-
where from 10 to 30°F cooler than when it left. Each
room in the house has cne or more baseboard registers
which perform the actual transfer of heat into the room
air. An uninsutated length of pipe would do the job, but
finned pipe is much more efficient.

Figure 4.110 illustrates some of the piping details
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Figure 4.110 Details of plumbing to and from a baseboard
cotvector.,




used with this type of baseboard heater. The valve shown
is used to control the heat flow into the room. Alterna-
tively, many units have a louvered control which restricts
natural convection around the fins, thus reducing heat
transfer. The pipe tee returning from the heater is of a
special “venturi” design to encourage circulation through
the unit. Finally, a small air vent is provided to remove
trapped air whenever necessary.

Placement of the heating units is based on the re-
quirements in specified parts of the dwelling. They are
usually located along outside walls, often directly under
windows to compensate for the higher iocal losses. The
number and/or length of the baseboard convector units
in any given room depends on the design heat loss from
that room. Earlier, we computed the total design heat loss
from: an entire building. This figure can be subdivided into
individuai components reflecting different rooms ot sec-
tions of the house and the total feet of baseboard distrib-
uted accordingly.

Baseboard convectors aren’t the only way to distrib-
ute heat throughout the dwelling. Especially in colder cli-
mates where the length of baseboard might be prohibitive
and in areas where air conditioning is also required,
forced-air systemns make an atiractive alternative.

The key design problem in such 2 system is the choice
of the hot-water coil. You would like fo choose one that
allows adequate heating with the lowest possible solar
storage temperature. That usually requires a preity hefty
coil with a larger than normal air-circulation rate.

You will need to look at manufacturers’ specs to pick
the coil. Specifications for some of the units by Magic
Aire (P.O. Box 5148, Wichita Falls, Texas 76307} are
presented in Table 4.43 to give you an idea of what is
available.

For example, our house with a design load of 30,300
Btu/hr could be heated with only 100°F water from stor-
.- age if model HW-3 is chosen. Let’s see if we can’t check
-, some of the numbers given in the table for this model. If
. the water flow rate is the specified 7.2 gpm and if it enters
at 100°F and leaves at 91.1°F, then we would expect the
unit to have extracted

7299 L g3a™m 1 B (100 - 91.1)F
min gal lbm°F
min Btu
x 60 W = 32,065 _h?

That's pretty close to their rating of 32,112 Btu/hr. On the
airflow side, we can also estimate the '3tu delivered:

Btu bisd min R
0.018 FooF x 1200 pmr x 60 hr {84.6 — 60)°F
_ 31,881 34
hr

Again, the numbers are reassuringly close to values we
wouid have expected. That should give us some confi-
dence in predicting the performance of the unit at other
conditions.

There is a measure of heat exchanger performance
that we can introduce at this point, called the effectiveness,
t. The heat exchanger effectiveness is simplv the ratio of
the actual *mount of heat transferred to the air stream to
the amount that would have been transferred if the air
had bzen heated all the way up to the temperature o1 the
entering water. It is a very iniuitive notion that plays a
central role in heat exchanger analysis. Since the energy
transferred io ihe air stream is proportional fc its temper-
ature change, the effectiveness boils down to a simple
ratio of temperatures:

LAT — EAT
E. 4.78 ¢ = EWT ~ FAT
where LAT is leaving air temperature, EWT is entc.ing
water temperature, and EAT is entering air temperatare,
For heat exchanger HW-3 at an entering water tempera-
ture of 100°F, the effectiveress would be

846 - 60

=700 —60 - "%

E

Table 4.43 Characteristics of Some Horizontal Solar Hot-Water Coils by Magic Alre

Entering Water 100°F Entering Water 149°F
Heating Heating

Model Rated P.D.2 Capaclty LAT® LWTe Capaclty LAT LwT
Number cfm GPFM [£13] {Beu/hr} {°F) {°F) {Bitulhr) {°F) {°F)
HW-2 800 4.8 348 20,926 84.0 91.3 41,665 107.8 122.6
HW-3 1200 72 7.65 32,112 84.6 91.1 59,061 105.1 123.6
HW-4 1600 9.6 2.89 41,637 839 91.3 80,131 1059 123.3
HW5 2000 12.0 398 51,808 83.¢ 914 99,642 105.7 1234
HW-7% 3000 7 18.0 5.01 92,243 83.2 598 i84,101 116.3 119.5

Notes: a. PD. is pressure drop at design water flow rate.
b. LAT is leaving air temp ing 60° entering air.
. DT is leaving water temperature,

197




Ti:ere is another unit on the market that combines
the convenience of a baseboard convector with the great-
er heat-transfer rates that are possible when air is blown
across the heat exchanger. Called a Chill Chaser (Tur-
bonics, Inc., 11200 Madison Avenue, Cleveland, Chic
44102}, the device is a one-room heater designed to run
off any source of hot water {Figure 4.111). It contains its
own three-speed pump, fan, and heat exchanger de-
signed to interface with a hot-water heater, boiler, or solar
storage tank. It is especially useful when used with a slight-
Iy oversized sofar hot-water system as a heater for a back
room or some area of the house not adequately warmed
by the central heating systern. Table 4.44 gives some of
the specifications.

Table 4.44 Outpat of a Turbonics Chill Chaser*

Entering Wailer Temperature

Speed apm 120°F 14i°F 166°F 180°F
Med 08 3600 5260 6700 8200
Med 1.0 4000 5600 7200 8700
Med 1.2 4300 5%00 7400 S000
High 1.5 5150 7250 9350 11,250
igh 2.0 6000 8500 11,000 13,000
Notes: a. Units are Btu/hr.
cold water
hot water SRRV
chill chaser T
i""""

supply

return—3

hot water heater

Figure 4.111 A Chill Chaser™ hot water room heater.

Pump Sizing

Collector-to-storage and storage-to-load loops require
pumps to force the liquid from one place to another
through combinations of pipes, valves, elbows, storage
tanks, collectors, heat exchangers, and so on. An impor-
tant aspect of every liquid system design is the choice of
pump and pipe diameter to insure that the flow rate is
sufficient to meet the design goals. A pump that is too
small won't do the job and one that is too big will waste
electricity unnecessarily.

The problem is to match the characteristic curve of
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a pumnp {3 %.o characteristic curve of ¢is wstem that the
fluid is circulsiing theough The chaiacteristics of both
pump and system are expressed in terms of pressures and
flow rates. The greater the flow rate desired, the more
pressure the pump has to exert against the retarding fric-
tion (pressure “drops”} of the fluid passages. Flow rates
are usuzlly expressed in gallons per minute (gpm), while
pressures are mieasured either in pounds per square inch
(psi) or in “feet of water.” The conversion factor behwveen
feet of water and psi is easy enough to remember if you
just picture a cube of water one foot high exerting its
weight of 62.4 pounds onto its base of 144 square inches.
One foot of water exerts a pressure of 62.4 lbm/144
square inches or 0,433 psi. So one foot of water pressure
equals 0.433 psi and 1 psi equals about 2,3 feet of water.

® !
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Flow Rate (gpm)
Figure 4.112 Example pump curves (25-64, 25-42, and 25-18 are

Grundfos; 898 is a Richdel pump).

Figure 4.112 gives performance curves for several
small pumps frequently used in solar work. The pump
lebeled 25-18, for example, is a Grundfos stainless steel
Yas horsepower, 75-watt pump that is very often used in
solar water heater systems. As the curve indicates, at no
flow conditions this pump would be able to raise water
only about 6 feet against gravity; at the other extreme, if
there were no resistance to flow, this pump would deliver
water at about 11 gpm. In actual operation in a closed
loop it will operate somewhere between these extremes.
Just where is what we need to find out.

The resistance of water pipe depends on water flow
rate and pipe diameter; representative values are given in




Table 4.45. The units are feet of head per 100 feet of
nipe. For example, at 2 gpm, Ye-inch pipe loses 6.4 feet
of head for each 100 feet of pipe, so that 50 feet of such
pipe would drop the pressure by 3.2 feet of head at 2
agpm. It may sound a bit confusing io talk in terms of feet
of head and feet of pipe, so we must keep them straight.

Tablie 4.45 Pressure Loss Due to Friction in Type M Copper
Tuhes
Flow Nomina! diameter
gpm g g I e
1 18 0.5 — —
2 6.4 1.2 0.5 —
3 131 2.3 07 o
4 21.6 41 12 —
5 31.7 6.0 16 0.2
10 19.8 58 0.¢
15 40.5 115 2.1

Notes: a. Copper Development Association; units are ft-HpQ per 100 feet of tube.

_ Table 4.46 gives the pressure drop of various plurmb-
+ing fittings expressed as equivalent lengths of pipe. For
- example, each Y2-inch 90° Elt in a plumbing run adds to
the pressure drop the same amount as would one foct of
- straight pipe. So we can add up all the bends and valves
“in a pipe run and find what equivalent length of straight
: pipe would have the same drop.

" Table 4.46 Triction Loss in Valves and Fittings Expressed as
Equivaient Lengih of Tube*

96° Tee
Fliting Standard Ells Side Straight Gate Globe
8iza {in.) g 45° Branch Run Valve Valve
P 1.0 0.6 1.5 03 02 75
Ya 1.25 0.75 2 0.4 025 10
1 15 1.0 2.5 (.45 03 125
1% 25 1.5 35 0.8 05 23

Notes: a. Copper Bewvelopment Association; units are feet.

Example: Calculate the pressure drop in a plumbing
run that includes 150 feet of Ya-inch copper pipe, 30 90-
degree elbows, and 5 open gate valves for flow rates of
1 gpm, 2 gpm, and 3 gprn.

Solution: Adding up the equivalent length of tube
using Table 4.46:

150 feet of Yz-inch tube 150 feet
30 Ye-inch Ells @ 1.0 30 feet
5 Y-inch gate valves @ 0.2 1 foot

Total equivalent length 181 feet of pipe

Using Table 4.45 we can now figure the tota! pressure
drop for this plumbing run at the given flow rates:

-H.O
1gpm: 1 Sf;OOZﬂ x 181 ft = 3.3 ftH,0
. frHC - :
2agpm: 64 s < 181 ft = 11.5{;—.;‘-!2(3

3gpm: 131 f%% x 181 ft = 23.7 ftH,L

A plot of these vaiues of flow rate'and pressure drops
is called the characteristic curve of the plumbing sysiem.
or just the system curve. If we piot the system cuive op
the same set of axe: as the purnp curves, the intersaction
points tell us the flow rates-that each pump wouid oro-
duce. We have done this‘in Figure 4.113 arJd can now
read off the answers: _
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Figure 4.113 The intersection of a pump curve with the system
curve shows resulting fluid flow rate.

purnp 25-18 flow rate = 1.4 gpm
pump 25-42 flow rate = 2.1 gpm
nump 25-64 flow rate = 2.7 gpm

Let's make this into a little more realistic exercise by
sizing a purnp for a closed loop domestic water-heating
system with three collector panels and a2 hot-water tank
with internal heat exchanger. Figure 4.114 gives the man-
ufacturer-supplied curves for the heat exchanger and a
single collector, along with a sketch of the system. We will
assume we have the same plumbing run as in the previous
example—that is, the equivalent of 181 feet of Yz-inch
copper tubing.

We need to derive a new system characteristic curve
to include the storage tank and collector panels. We can
once again pick several flow rates and calculate resulting
total lcop pressure drops. We have already done it for the
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Figure 4.114 Pressure drop for internal heat exchanger storage
tank and typical hydronic collector.

plurnbing run at 1, 2, and 3 gpm so let’s use those values
and add in the effects of panels and tank. The heat ex-
changer is straightforward. For each flow rate, just read
off the pressure drop from Figure 4.114: 1 gpm, 0.4 #-
H.0; 2 gpm, 1.6 f-H,0; 3 gpm, 3.5 #-H,0.

What about the collectors? If the flows are balanced
{and we did plumb them in reverse return fashion to help
balance them), then the flow through each panel is only
one-third of the total loop flow. Since the collectors are
all in parallel they have the same pressure drop across
each of them. We can read the collector array pressure
drop then by reading the values off Figure 4.114 at values
of flow equal to one-third the loop flow:

loop = 1 gpm, collector @ ¥= gpm, drop = 0.1 ft-H,O
loop = 2 gpm, collector @ 2% gpm, drop = 0.3 ft-H,0
loop = 3 gpm, collector @ 1 gpm, drop = 0.5 ft-H,0O

These results are siimmarized in Table 4.47. As can be
seen, the collector pressure drop is negligible in relation
to the plumbing and heat exchanger. Now we can plot
these points on the pump curves and find the pump that
gives us whatever flow rate we desire. But what about the
pumping power required to get the water all the way up

Table # 47 Pressure Drops for a Three-Collecter Array and
Internal Heat Exchanger Example*

Loop Heat Three

(gpm) Plumbing  Exchanger Collectors Total
1 33 0.4 01 3.8
2 11.5 1.6 0.3 134
3 237 3.5 05 277

to the roof? Don’t we have to add the feet of head cor-
responding to the feet up to the (op of the collectors?

The answer is no. As long as the collector loop is
completely filled with water, the energy required to lift the
fluid on the supply side will be returned when it falls down
the retum side. It is a siphon. All the pump has to do is
overcome the friction in the loop, which will let us get
away with a very small pump.

Getting back to our example, what flow raie would
we like? It is usual to recommend flow rates of from about
0.02 to 0.03 gpm per square foot of collector. At such
rates the water will be heated by about 10 to 15°F on each
pass through the collectors. Since this is a three-panel
systemn, it probably is roughly 50 to 60 square feet in area,
which means we should shoot for anywhere from about
1.0to 1.8 gpm.

Plotting the system curve from the values in Table
4.47 onto the pump curves results in Figure 4.115. The
25-18 pump will produce about 1.3 gpm of flow while
the 25-42 will yield about 1.9 gpm. Either would be fine
for this application so we might as well pick the one with
the lower power consumption, the 25-18.

While the example just worked was specific to a do-
mestic water loop, the procedure is applicable to any of
the hydronic loops in a liquid systern. You must obtain
the pressure drop curves for each of the various compo-
nents of the loop and from them calculate total pressure
drops in the loop for various flow rates. When these are
plotted, the intersection of the resulting system curve with
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Figure 4.115 System curve and pump curves for a 3-panel, heat
exchanger domestic water loop.



the pump curve gives the flow rate that would result.

Often if a single pump cannot be found which pro-
duces just the right flow rate, then a combination of pumps
in series or in parallel may be used. Two equal pumps in
series produce double the head for any given flow rate,
and two equal pumps in parallel produce double the flow
for any given head.

Solar-Assisted Heat Pumps

Since it is unlikely that your design will result in 100 per-
cent solar heating, you will need to pick an auxiliary unit
to supplement your solar gains. We have indicated rather
conventional approaches in Figures 4.98 and 4.99, but
there is an alternative that is especially attractive if you
need summer cooling as well. The alternative is a solar-
assisted water-source heat pump.

Heat pumps are not new, but they are enjoying a
renewed interest in the marketplace. A heat pump can
extract heat from a cold place and put it into a2 warmer
place, which may sound a little strange until you realize
that all refrigeration devices do the same thing. Your re-

~ frigerator, for example, takes heat out of the cool six-
. pack that you just brought home from the market, and
ejects that heat out the condenser coils on the back of
the refrigerator, heating the kitchen.
Imagine, ii you will, removing the door of your re-
. frigerator and moving the box to an open window. You
.-would exiract heat from the cold outdoors and pump it
Cinto the room. You could even reverse the process in the
' summer, turn the refrigrator around, and take heat out of
:the kitchen, rejecting it to the warmer outdoors. (Unfor-
tunately, home refrigerators are not designed to handle
- the high heat loads of a house so our scheme is imprac-
“fical.) This is just what a heat pump does, though, with an
intemal reversing valve amrangement, so the same unit
heats in the winter and cools in the summer.
Now a heat pump doesn’t do all this for free, of
... course; energy has a tendency to resist moving from a
. cold place to a warmer one so it must be forced. In a heat
. pump that forcing is accomplished with a motor-driven
.- compressor. In the winter the key question, then, is how
much heating we get compared to the energy required to
run the compressor. The ratio of the rate at which heat is
delivered to the energy required to power the system (in
the same units) is called the coefficient of performance
(COPY):

heat to living space

E. 4.79 COP = -
energy input to heat pump

In other words, the COP is the ratio of what you get
out to what you put in. The COP is closely tied to the
temperature of the heat source: the warmer it is, the better
the COP. The COP with a source temperature down
around 0°F may be about 1.5, but with a source at 4C or
50°F it may be up areund 2 or 3,

Heat pumps that extract energy from outside air and
deliver it 1o the house as hot air are known as air-to-air
heat pumps. Some heat pumps extract energy from a
water source and are known as water-to-air heat purnps.
Either can be used as a simple backup heater for a solar
system, acting independently without being physically
tied into the solar tank. Of the two, water-source heat
pumps {for example, Vanguard Heat Pump, 9133 Ches-
apeake Dr., San Diego, California 92123) are perhaps the
more interesting since they can extract heat from such
relatively warm places as a nearby lake, or groundwater
pumped from a well, or even from the ground itself if a
heat exchanger is buried in the soil. And of course, i
coupled with a solar system, the heat source could be a
tank of solar-heated water as suggested in Figure 4.116.

callector

expansm/f

valve warm ar lo reoms

| evaporator condenser

Compressor\ g cqld air

|

main storage

Figure 4.116 A heat pump used in conjunction with a low-
temperature thermal-storage device.

In milder climates, for those fortunate enough to have
a swimming poo, a solar-assisted water-source heat pump
would seem to have great potential (Figure 4.117). In the
winter, your unglazed collector array along with a solar
pool cover may not be able to get the pool to swimmable
temperaiures, but it can probably hold it at a much wam-
er temperature than ambient. Even with the heat pump
drawing energy out of the pool, the solar system may be
able to hold the temperature well above the night air tem-
perature, which means the heat pump COP can remain
fairly high. In the summer, the heat pump uses the pool
as a heat sink, supplementing the solar heating system.

While systems of this sort are in operation now, they
need to be quite carefully designed, meaning you would
be well advised to seek the assistance of a qualified pro-
fessional before proceeding.
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Figure 4.117 A solar-assisted water-source heat pump with
swimming pool.

Air Systems

Air systemns are conceptually similar to the water-based
systerns already described. There is a collector-to-storage
loop and a storage-to-load distribution loop, but in ad-
dition, there is almost always a mode that allows direct
heating of the house from the collector array during sunny
days.

As is the case with water-based systems, there are a
number of ways to accomptlish the same goals of coliect-
ing, storing, and distributing heat. Figure 4.118 shows
one such system. The principal components include the
collector array; a heat storage unit; an air handler con-
taining a blower, a hot-water coil, and two motorized
dampers; two manually operated dampers that are set
twice a year; a couple of automatic back-draft dampers
that insure one way flow of air; and finally, an auxiliary
furnace perhaps with an air-conditioning coil. All of these
components are connected with ducts and are controlled
by various thermostats and temperature-sensing devices.

To describe the systemy’s operation, let us begin in the
winter heating season. Manually operatec! bypass damper
D-2 is closed and damper D-1 is opened. There are three
modes of operation possible: direct heating of space from
the collector array during the day when the house calls
for heat; storage of heat in the rock bin during the day
when the house thermostat is satisfied; and space heating
from storage while the collectors are not operating.

To heat directly from the collectors, both the furnace
fan and the air handler fan are turned on and motorized
dampers MD-1 and MD-2 are opened. Return air from
the house passes through the collectors, the air handler,
and the fumace and emerges back in the house. If air
from the collectors is not hot enough to maintain the de-
sired interior temperature, the secord stage of the house
thermostat kicks in the auxiliary heating unit in the fur-
nace.

If the thermostat is satisfied and sensors indicate a
warmer temperature at the collecior outlet than the bot-
tom of the rock storage bin, the system switches to its
collector-to-storage mode. The air handler is turned on
and motorized damper MD-1 is opened and MD-2 is
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Figure 4.118 An air collection and distribution systern with rock
storage.

closed. The warm air frem the collector is forced through
the rock bin from top to bottom. As the air passes through
the bin, the rocks near the top receive the greatest amount
of heating and rocks progressively deeper in the pile re-
ceive less and less. If the bin is well designed {which means
deep enough), the air emerging from the bottom of the
rock pile will have lost all its heat and be back at room
temperature, The air returning to the collectors, then, is
almost always relatively cool, roughly 70°F. With such low
inlet temperatures, air collectors can perform with equal
or better efficiency than their water counterparts, which
usually must operate with much higher inlet temperatures.

The third mode of operation corresponds to the
house calling for heat when the collectors can't provide
any. Heating is from storage, drawn by the furnace fan
with MD-1 closed and MD-2 open. Notice that the air
movement during discharge of storage is from the bottom
up. Cool room return air gets warmer and warmer as it
passes through the bin, emerging at its hottest possible
temperature, usually within a few degrees of the hottest
rocks. One of the distinct advantages of rock storage is its
inherent ability to maintain thermal stratification, keeping
the hottest temperatures at the top of the bin for maximum
heating of the room space and the cooiest temperatures
at the bottom, which assures coolest collector inlet tem-
peratures and hence maximum array efficiency. This high-
Iy desirable thermal stratification is not nearly as effective
in a water-storage tank due to the convective currents,
which distribute the heat rather easily.

Service hot-water heating is accomplished with a hot-
water coil in the air handler or somewhere in the duct on
the outlet side of the collectors. A small pump circulates
water through the coil and back to a solar preheat storage
tank. In the winter it is common for about half of the hot-
water demands to be met with this arrangement.

As the heating season comes to an end, it may no



longer be desirabie to heat the rock storage bin, since its
losses may add unwanted heat to the house. At this same
time, however, there is still a requirement for domestic
hot water. This is the time to go down to the basement
and close bypass damper D-1 and open D-2. Now with
the motorized damper MD-1 open and MD-2 closed, the
air handler will short-circuit the house and rock storage,
circulating air from collectors through the hot-water coil
and back to the collectors. While the hot-water demands
can usually nearly all be met in this mode, the large
amount of power drawn by the blower is a distinct dis-
advantage. A ¥-horsepower blower drawing 850 waitts
for eight hours a day will eat up enough electricity to heat
nearly half the water usually required by a family of four.
The final aspect to this particular air system is the
optional bypass duct indicated by broken lines in Figure
4.118. It serves two functions. One is to allow the user to
include air conditioning in the auxiliary unit, With bypass
damper D-2 down, the air conditioner can draw return air
directly from the house, cool it, and supply it back to the
living space without interference from the solar system.
The bypass duct can also serve a function in the winter
heating season by allowing a different air flow rate through
the collectors than goes through the heat-distribution sys-
" tem. The ideal air flow rate through the panels is about 2
" cubic feet of air per minute (cfm) per square foot of col-
lector, which means, for example, that a 400-square-foot
~array would require about 800 cfm. 1 the auxiliary fur-
nace/air conditioner has been designed to require 1200
- ¢fm, then the additional 400 cfm would flow through the
. bypass duct.

"Sizing Considerations

- The f-chart procedure that we described in the section on
liquid systems can also be applied to air systems with only
minor modifications. The f-chart for air systems is given
in Figure 4.119, The variables X and Y are defined as
.‘before:

_ FRUALT, - T.)at
- L

_ Fr(ra)A.Hr

B L

X

Y

where A, is collector area (ft?}, T, is a reference temper-
ature (212°F), T, is the 24-hour average ambient tem-
perature (°F), Hy is average insolation on the panels (Btu/
ftz-mo), At is the hours per month, L is the combined
water and space heating load (Btu/mo), Fil, is the slope
of the ASHRAE collector efficiency curve, and Fr(7at) can
be taken as 0.93 tirnes the Y-axis intercept of the collector
efficiency curve. Nofice that the collector heat removal
factor F; doesn’t have a prime on it for air systems. That's
because there is no heat exchanger in the collector loop.

The f-chart for air systems has been derived with an

assumed rock storage bin sized ai the recommended value
of ¥s-cubic foot of rock per square foot of collector area.
For other storage volumes, the X factor can be multiplied
by the correction factor given back in Figure 4.108. The
standard flow rate used in the derivation was 2 cfm per
square foot of collector. Different flow rates can be cor-
rected by using Figure 4.120. Neither of these correction
factors will affect estimates of annual solar heating fraction
by much until your design is considerably different from
the recommended nominal values.
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Figure 4.119 f-chart for air systems (from Solar Heating Design by
the f-chart Method).
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Figure 4.120 Collector air flow rate correction factor.

Let’s work the sume example that we did back in the
liquid systemn section, but this time we'll use air collectors
for comparison. We need a typical air-collector efficiency
curve, and one is given in Figure 4.121.

Example: Find the January Solar Heating Fraction for
a house in Reno with a load of 14.6 x 10¢ Btu using 425
squate feet of air collector with efficiency given in Figure
4121

Solution:
know

From the last time we did this problem we
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Figure 4.121 Typical efficiency curve for double-glazed flat back air
collector.

Hr = 41,000 Btu/ft-mo
T, = 3I°F
At = 744 hr

and from the efficiency curve

Fe(ta) = 0.93Fq(ta) = 0.93 x 0.5 = 0.47
FrU, = 0.53 Btu/hr-ft>-°F

Plugging in:

x = FRUAJ(T, — T.)At
L
_053 x 425 (212 - 31)744 _
B 146 x 106 =

Y = FR(;E)A:HT
L
_ 047 x 425 x 41,000
N 146 x 106

2.1

= .57

From Figure 4.119, the value of f can be found to be
0.45, which is slightly less than the water coll=ctor deliv-
ered.

With the f-chart technique to help size the collector
array, we can move on to some of the other system com-
ponents. The air-flow rate should be designed for 2 ¢fm
per square foot of collector. At this flow rate the air will be
heated from 70°F to roughly 140° on one pass through
the collectors during the best parts of the day. With the
flow rate determined, the ducts to and from the collectors
can be sized using Figure 4.122. In the figure flow rates
in cfm are plotied along the y-axis with friction losses in
the duct in inches of water per 100 feet of duct along the
x-axis. Notice the pressure drops in ducts are expressed
in similar units to the ones used for the water pipe. To
minimize fan power requirements and duct noise, it is
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Figure 4.122 Friction of air in straight ducts for volumes of 10 to
2000 cfm.

Based on Standard air of 0.075 Ib/ft3 density flowing through average, clean,
galvanized metal duets having approximately 40 joirts per 100 ft. Caution:
Do not extrapolate below chart.

recommended that the ducts be designed with pressure
drops of 0.08 inches of water per 10C feet. That puts us
into the graph at a giver: point and the duct size can be
read directhy. '

For instance, suppose we wanted to size the ducts for
that 425-square-foot array from the previous example.
That means we need a flow rate of 850 cfm. At 0.08
inches of water and 850 cfm, Figure 4.122 indicates a
duct size of about 13%% inches, with a duct speed of be-
tween 800 and 900 feet per minute. That duct size refers
to the diameter of round galvanized ducts. Very often
rectangular ducts are more convenient. ASHRAE comes
to the rescue again and provides us with Table 4.48, which
lets you find rectangular ducts witi: equivalent pressure
drops to their circular counterparts. For example, suppose
we only have room to accommodate a 9-inch-high duct;
the table indicates a 9-by-18-inch rectangular duct is
equivalent to a 13.7-inch round duct, so lef’s use that.

We can now comment on the design of the rock stor-
age unit, an example of which is shown in Figure 4.123.
The container itself can be constructed with 2-by-4-inch




Table 4.48 Circular Equivalents of Rectangular Ducts for Equal Friction and Capacity

40 45 50 55 60 65 18 75 B0 90 100 110 120 13.0 140 150  16.0
3.8 4.0 42 4.4 4.6 4.8 4.9 5.1 5.2 5.5 5.7 6.0 6.2 6.4 6.6 6.8 7.0
4.1 4.3 4.6 4.8 5.0 5.2 53 5.5 5.7 6.0 6.3 6.5 6.8 7.0 7.2 74 7.6
4.4 4.6 4.9 5.1 5.3 5.5 5.7 59 6.1 6.4 6.8 7.1 73 1.6 7.8 8.1 8.3
46 492 52 54 56 5.9 6.1 6.3 6.5 6.9 7.2 7.5 7.8 8.1 8.4 8.6 8.9
49 352 55 57 60 62 6.4 6.7 6.9 7.3 7.6 80 8.3 8.6 8.9 9.1 9.4
5.1 5.4 5.7 6.0 6.3 6.5 6.8 7.0 7.2 7.6 £.0 8.4 8.7 9.0 9.4 9.6 9.8

Side

Rec-

tan-

gular

[] 7 3 9 1 11 12 13 14 15 16 17 18 19 16 22 24 26 28 30  Duct
6.6 6
7.1 7.7 7
7.5 8.2 B8R 8
3.0 86 93 99 9
84 9.1 98104109 114)
88 95102108114 12.0 11
g1 99107 11.3 119 12.5 131 12
95103 11.1 11.8 124 3.0 13.6 14.2 13
28107 115122129 135 142 147 153 14
L 110118126133 140 146 153 158 164 15
104 11,4 122 13.0 137 4.4 151 157 163 169 17.5 16
10.7 11.7 125 13.4 14,1 149 155 i6.1 168 174 180 186 17
110112129 137145 153 160 166 173 179 185 191 19.7 18
112122132 141 149 156 164 171 178 184 19.0 196 20.2 20.8 19
115125135144 152 159 168 17,5 {82 8.8 195 200 207 213 219 20
12,0 13.1 14,1 15.0 §5.9 16.7 176 183 191 197 204 21.0 21.7 22.3 229 24,1 22
12.4 13.6 146 15.6 16.6 175 183 9.1 198 206 21.3 21.9 226 232 239 251 262 24
128 141152 16.2 172 181 190 198 206 21.4 221 228 235 241 248 261 272 284 26
13.2 145 156 16.7 17.7 18.7 19.6 205 21.3 221 229 236 244 250 257 270 282 295 306 28
13.6 149 16.1 17.2 183 193 202 21 220 229 237 244 252 259 267 280 293 305 3.6 328 30
140 153 16,5 17,7 188 198 208 21.8 227 236 244 252 260 267 275 289 301 314 32.6 138 132
14.4 15,7 17.0 18.2 193 204 214 224 233 242 251 259 267 27.5 283 297 31.0 323 336 38 34
14.7 16.1 17.4 18.6 19.8 209 219 230 239 248 258 266 27.4 283 290 3035 320 330 346 358 36
150164 17.8 19.0 20.3 214 225 235 245 254 264 273 281 290 298 314 328 342 355 367 38
153 168 18,2 19.4 207 219 23.0 240 251 260 27.0 279 288 297 305 32.1 336 351 364 37.6 40
156 17.1 185198 211 223 234 245 256 266 276 285 294 304 312 328 344 359 373 386 42
15.9 17.5 18.9 20.2 21.5 22.7 239 250 261 272 282 291 300 31.0 319 335 352 367 381 395 44
16.2 178 192 206 21.9 23.2 243 255 267 277 287 297 306 31.6 325 342 359 374 359 403 46
16.5 18.1 19.6 20,2 22.3 23.6 248 260 27.2 282 292 302 21.2 322 331 349 366 382 197 412 48
16.8 18.4 199213227 240 252 264 276 287 29.8 30.8 31.8 328 337 355 37.3 389 404 420 50
17.0 18.7 20.2 21.6 23.1 244 256 26.8 281 29.2 303 314 324 334 343 362 380 396 412 428 52
17.3 190 20.5 22.0 23.4 248 261 273 285 297 308 319 329 339 349 368 387 40.3 420 436 34
17.6 193 209 224 23.8 252 265 27.7 289 30.01 312 324 334 345 355 374 393 410 427 443 36
17.8 19.5 21.1 22.7 24.2 25.5 269 28.2 293 305 317 329 33.9 350 360 380 398 41.7 434 450 38
18.1 19.8 21.4 23.0 24.5 258 273 28.7 29.8 31.0 322 334 345 355 365 38.6 404 423 440 458 60
13.3 20.1 21.7 23.3 24.8 26.2 27.6 290 30.2 31.4 326 338 350 36.0 370 392 410 429 447 465 62
18.6 20,3 22.0 23.6 25.2 26.5 27.9 293 306 31.8 33.1 342 355 365 37.6 397 41.6 435 454 41.2 64
18.8 20.6 22.3 23.9 25.5 26.9 283 297 3i.0 322 23.5 347 359 37.0 381 402 422 441 460 4718 66
19.0 20.8 22.5 242 25.8 27.3 28.7 30.1 314 326 339 351 363 375 386 40.7 428 447 46.6 484 68
19.221.0228 245 26.1 27.6 29.1 304 318 331 343 356 36.8 379 391 4.3 433 453 472 490 70
396 418 438 459 478 497 12

. . 40,0 423 444 464 484 503 4
Equation for Circular Equivalent of a Rectangular Duct: 9 405 428 449 470 490 508 76
405 433 455 475 495 515 78

D, = 1.30 {ab)** /(@ + 6)"390 | = 1.30 V (ab)’/ fa + b)? 41.3 438 460 480 501 520 80
where 41.8 44.2 464 48.6 506 52.6 82
a = length of one side of rectangular duct, inches. 422 446 469 492 S51b 532 B4

& = length of adjacent side of rectangular duct, inches. 426 450 474 496 516 537 B6
B, = circular equivalent of rectangular duct for equal friction and capacity, 43.0 454 479 5061 522 543 88
inches. 434 459 483 50.6 528 548 90

435 463 487 511 534 554 9

446 472 495 520 544 563 96

Notes: From ASHRAE 1977 Fundamentals. Units are inches.




or 2-by-6-inch stud walls filled with fiberglass insulation
and covered with Y2-inch plywood. Alternatively, a rein-
forced concrete box with 2 inches of rigid fiberglass board
insulation on the interior can be used. Above and below
the actual rock volume an air chamber, or plenum, must
be provided to help the air distribute itself more evenly
as it passes through the pile. The top plenum is provided
by simply leaving about an 8-inch air space between the
recks and the lid. The bottomn plenum is created by laying
meta!l lath on top of two- or three-web bond beam bjocks
which are spaced every few inches across the floor. The
lath and blocks hold the rock off the floor and allow rel-
atively free circulation within the bottom plenum.

€onc. cap biock

wire screen
rigid insulaiion

tond beam block

Figure 4.123 Rock bed heat storage unit (from Colorado State
University, 1977).

The recommended volume of rock pile is between ¥
and 1 cubic foot of rock per square foot of collector area.
If we use ¥4-foot per square foot as a norm, then our 425.
square-foot collector array would require a rock bin of
about 320 cubic feet. If the bin were a perfect cube, it
would be nearly 7 feet on a side. While the actual dimen-
sions are somewhat flexible, the maximum depth of the
rock pile should be no less than about 2V% feet to assure
good thermal stratification.

‘The speed with which the air moves through the rocks
should be no less than about 6 feet per minute (fpm) or
else the heat-transfer rate will be poor and the cross-sec-
tional area required will be awkwardly large. On the other
hand, flow speeds should not be in excess of about 25
feet per minute or the pressure drop will be high, causing
excessive power consumption by the fan. Since the air
speed (called “superficial velocity™) is just the air flow rate
in cfm divided by the cross-sectional area perpendicular
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to the flow, these guidelines place some bounds on the
dimensions of the overall unit. For example, with our air
flow rate of 850 ¢fm, a 6-fpm velocity would result from
an area of 141 square feet (850 + 6) and a 25-fpm: ve-
locity would result from an area of 34 square feet (850
+ 25). If we made our box 7 by 7 feet across, it would
have a superficial velocity of about 17 fpm, which is a
good rate, and the resulting box height would be 6% feat.

The rocks themselves should be hard and dense.
Round riverbed granite rock is the best, though crushed
gravel aggregates normally used for concrete may also be
used. The rocks should be relatively uniform in size so
that little ones don't fill up the necessary air spaces be-
tween the bigger ones. Rocks that will pass through a 1Y%-
inch screen but not a 3a-inch screen are ideally sized.
Larger rocks aren't as efficient in capturing and releasing
heat and smaller ones pack too densely, which unneces-
sarily increases the power required to force air through
the bin. The rocks should be washed before they are it
in the bin.

The rernaining component to be sized is the fan. The
technique is sirnilar to that used in the sizing of pumps in
liquid systems and involves determining the overall pres-
sure drop through the ducting, collectors, and rock bin
and matching it to the fan characteristics. The collector
manufacturer can help you there,

If you are interested in the design details for air sys-
tems, the best reference is the Design/Application Engi-
neering Marual, available from Solaron Corporation (300
Galleria Tower, 720 South Colorado Blvd., Denver, Col-
orado 80222).

The Economics of Solar Energy Systems

There are several approaches that we might take to eval-
uating the economics of a given solar eneray system that
vary from extremely simple to extremely complex. At the
simple end of the scale, we might ask “how much does
it cost, how much will it save me in fuel in the first year,
and at that rate, how many years will it take to pay for
itself?” That sort of payback analysis is understandable to
anyone and is the usual way lay people think about solar
economics. It is, unfortunately, the least effective way to
view solar savings. If the payback is longer than about five
years, most people Jon't think it is a good investment.
They would rather buy stocks or something and eam 10
to 15 perceni intzrest on their money even though, in
reality, the solar investment gives a much greater rate of
return.

If you must deal in payback periods, you should add
at least two important parameters into your calculation.
The first is fuel escalation. If, by having installed a solar
system, you save $100 in fuel bills this year, then next
year you will undoubtedly save more, and so on through
each succeeding year. Let’s use r to stand for the annual
rate of increase in the cost of the conventional fuel that




you are displacing with solar. Let's leave it as a parameter
that we can change at will. We may think that fuel oil is
going to increase at 30 percent per year, but someone
else may think only 10 percent, so we will leave this as
something to be plugged in at the end.

The second variable that needs to be included is ihe
time value of money, or interest, i. By taking money out
of the bank or some other investment to pay for the solar
equipment, you are goi-g4 to lose the interest that you
could have been eaming. That is an added, hidden cost
of the solar systern that needs to be included. And, of
course, if you borrow the money instead of taking it out
of another investment, you still have an interest charge to
contend with.

If we neglect fuel escalation and lost interest, the pay-
back period is simply the initial cost, call it C,, divided by
the first years fuel savings, call it S,. If we include fuel
escalation and interest the payback period, N, {ycars) be-
comes

log[l + 9-(r - )]
I

E.480 N, = log R

where
E. 4.81 rR=-12%1
I+

Before we can plug into these equations, we need to
say something about inflation. Inflation affects both the
fuel escalation rate and the interest rate. The real vaiue of
an investment is not what interest rate it eamns, but what
interest rate it earns in evcess of the inflation rate. And
. while the cost of fuel may go up next year, what is most
important is how much it goes up beyond the general rate
of inflation. We are talking about what economists call
“constant dollars.” What it boils down to is that the values
we use for i and rin Equations 4.80 and 4.81 should have
" inflation rates subtracted out before being used.

Example: A solar hot-water heating system costs
$2,000 and saves $200 in electric costs in the first year.
Electric rates are predicted to go up at 18 percent per
year, the best alternative investment would earn 12 per-
cent, and inflation is running at 10 percent. If these rates
hold, what would be the payback period?

Solution: In simple terms, the payback is just $2,000
divided by $200 a year savings, or 10 years. Including the
other factors, we have

r=018 — 0.10 = 0.08
i=012 - 010 = 0.02
I+r

and plugging into Equation 4.80, the payback period
would be

log |1 +g(r~—i)]
o | 1
N = log R

2000 1
fog _1 + 500 x {0.0S—0.0Z}J

- Jog 1.059 = 8.1 years

So the payback declined by a few years because of
the rapidly rising costs of electricity:.

To simplity this procedure, we have prepared a plot
of payback versus the cost-to-first-year’s-savings ratio {real
payback versus “simple” payback) in Figure 4.124. No-
tice that the parameter on the graph is {r — i), which
simplifies matters while introducing only slight errors in
the solution.

25

20

Payback (years)

; ‘
I de. J—
0 ] 10 15 20 25 30
system cost < {years)

first year's fuel savings S,

Figure 4.124 Payback periods are shorter when fuel escalation
exceeds interest.

While payback periods are perhaps the most under-
standable, they are the least effective way to present the
econornic advantages of solar. Other approaches include
life-cycle costing, wherein costs of using solar are com-
pared to the cost of not using it over the life of the system.
Sizable savings are generally easy to show, but the case
is still less than convincing. Saying that the systermn saves
$5,847 over the next 20 years is likely to meet with the
response, “What good does that do me if | move three
years from now?”

The annual cash flow approach to showing solar
economics is generally the most effective. It also allows
many additional factors such as operation and mainte-
nance costs, tax deductible interest payments, loan pay-
ments, tax rebates, down payments, property taxes, in-
surance costs, and so on to be clearly spelled out. The
process involves setting up a table with year-by-year list-
ings for all of the factors involved with a total net cash
fiow for each year.

Let's set up an example to give you the idea. Suppose
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you decide to have a $2,500 solar hot-water heater added
to a house at the time of purchase. The $2.500 becomes
part of the total cost of the house and so gets thrown in
with your mortgage. If we assume the loan terms are 20
percent down with 30-year financing at 12 percent inter-
est, then we must come up with an extra $500 down
paymernt.

Our additional annual mortgage payments can be
found using the capital recovery factors (CRF} introduced
in the last chapter (Table 3.11) or by the Equation

A=P +i]=PxCHF

i
[(I +in — 1
whiere A is the annual payment on a principal of P,
borrowed at interest rate i for a term of n years. The added
amount of our loan is $2,500 iess the $500 down pay-

ment, or $2,000. The CRF is 0.1241 so our extra mort-
gage payments amount to

A = 2000 x 0.1241 = $248 per year

The interest poriion of that payment in the first year is 12
percent of the $2,000, or $240. Now interest is deductible
from your income when it comes to paying your federal
and state taxes, so your tax obligation is reduced by an
amount that corresponds to your tax bracket. If you are
in the 35 percent tax bracket, for example, then reducing
your taxable income by $240 will save you $84 in taxes
in the first year.

The next year your loan balance is down to $1,992
(vou paid off $8 in principal in the first year), so the in-
terest portion of the second year’s payment is $239. As
you can see, interest accounts for the biggest chunk of
your loan payment for a good number of years.

Let's assume the cost of maintenance of the system
is 1 percent or $25 in the first year, which we will escalate
at 20 percent per year (including inflation). Let's assume
the system saves $200 in fuel in the first year and that this
figure escalates by 20 percent per year (including infla-
tion). Finally, we will include the federal tax credit of 40

percent, which we will also throw into the first year’s cal-
culation. That is $1,000. Table 4.49 shows the combi-
nation of all these factors. Notice that with this presenta-
tion, the system has a positive cash flow every single year!
Compare that to a simple payback analysis, which would
have said it takes 7%2 years to break even. Which is more
convincing?

Concluding Remarks

Where can you go from here? Given the rapidity of
change in the solar field, a list of articies or manufacturers
and dealers would be out of date by the time you read
this, so it seems more important to help you tap into the
flow of information rather than uive you specifics.

For a list of local businesses involved in the design
and sale of solar systems, you can’t beat the yellow pages
of your phone directory. Just look under “Solar.” (At the
rate that solar companies emerge and then fade back into

Table 4.49 An Example of a Cash Flow Presentation*

Fuel Loan Loan
Year Savings Payment Inierest
1 +200 —248 240
2 240 248 239
3 288 248 238
4 346 248 237
5

414 248 235

Net
Tax Tax Down Cash
Ssvings o&M Credit Payment Benefit
+84 -Z5 + 1000 =500 516
84 30 — — 46
83 36 —_ — 87
83 43 — — 138
82 — —

52 198

Nates: a. $2,500 system cost; 20% down, 30-year, 12% loan; 35% tax bracket; $200 first year savirgs, escalating at 20%; 40% federal tax credit.
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the bushes, you'd better get the very latest edition.)

To keep up on new products and tips on everything
from solar legislation to design and instailation of systems,
there are some very good magazines around, including
Solar Age (Box 4934, Manchester, New Hampshire
03108) and Solar Engineering Magazine (GPO Box
1736, Brooklyn, New York 11202). Other magazines such
as Sunset, Popular Science, and Co-Evolution Quarterly
regutarly feature articles on innovative solar applications.
If you are interested in more fechnical literature, the jour-
nal in the solar field is called simply Solar Energy (Per-
gamon Press, Maxwell House, Fairview Park, Elmsford,
New York 10523).

There are annual conferences cf the Intermnational
Solar Energy Society with published proceedings that
should be available in a good university library. Many
regions of the country have their own local solar energy
associations with periodic meetings, newsletters, and
tours of local installations.

Local, state, and federal government agencies in-
volved in energy are good sources of information. The
National Solar Heating and Cooling Information Center,
. {or example, maintains a toll-free telephone number to
Lelp you with solar-related questions (800/523-2929).

If your interest is in the quantitative side of this chap-
ter, there are several good textbooks out now that cover
this material much more carefully and in much greater
depth, including K. Kreith and J. Kreider, Principles of
. Solar Engineering, 1978; P. J. Lunde, Solar Thermal En-
_gineering, 1980; J. Duffie and W. Beckman, Solar Engi-
. neering of Thermal Processes, 1980; and A. Meinel and
M. Meinel, Applied Solar Energy, 1976. And, of course,
© the ASHRAE Handbook of Fundamentals, Applications,
" anid Systems are the bibles {or designers of heating, ven-
tilating, and air-conditioning systems.

With what you have picked up in this chapter, you
. should be able to read the literature, critically evaluate
solar products and claims, and most of all, do a damn good
" job of specifying exactly the kind of system that most

 closely meets your needs.
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Appendix 4A Weather Design Data for the United States2b°

Winter Winter
- Coinci- o Coinci-
State and Station "“J' Me:flan :::,? State and Station Lunf. Me:fw" de_nf
Annwol | 59% | 974% | Wind Arnoot| 99% |973% ¢
Ex- Ve- Ex- e
tremes locity tremes ‘ocity
ALABAMA o CALIFORNIA {continved)
Alexander City........... 33 12 16 2| L Livermore.............. vl 23 28 30 | VL
Anniston AP. ... ... ... 33 12 1 19 L Lompoe, Vandenburg AFB | 34 32 36 38| VL
7
Auburn. ... ... 32 17 21 25| L Leng Beach AP ... 331 3t 36 38 VL
Birningham AP........... 33 14 i 2 L Los Angeles AP. ... ... | 34 36 41 43| VL
Decatur. .. .....convoun.. 34 10 15 19 L Los Angeles CO. .. .. ... .| 34 38 42 44 | VL
Dothan AP ............. 31 . 2 Merced-Castle AFB. ... .. 37 24 30 32| VL
Florence AP ... .0 siiotep oz L Modesto ... 137 261 32| 36| VL
3 8 13 17 L
Gadsden. . ... .......... 34 11 16 2() L Monterey............. .| 36 29 34 37 VL
Huntsville AP.. .......... 24 ] i3 17 | L Napa.................. 38 26 31 34 VL
Mobile AP..... ... ... ... 30; 21| 28] 20| M Needles AP............. 3¢} 27| 3| I, VL
Mobile CO...__.......... 30] 24| 28: 32, M Qakland AP............. 87, 30| 357 37| VL
Montgomery AP.......... 32 18 22 2| L Oceanside............... 34 33 3§ 40} VL
Selma-Craig AFB. ... .. ... 32 18 a3 97 1 L Ontario................. 34 26 32 34| VL
Talladaga. ...... .. o 33 11 15 10 L Oxnard AFB............ 34 32 35 37| VYL
Tuscaloosa AP........... 33 14 19 23 L Palmdale AP............ 34 18 24 7| VL
ALASKA . v
Anchorage AP............ 61| —29 | —-25 —20 VL E:él‘:ldesr;:;mgs """""" gi g‘i 3(25 gg Ek
Bermow b 7| o) ~p] 42| M Petaome, U] 2| ml @ v
Fairbanks AP............ 64 59 53 30 YL =
Juneau AP..... ... ... 58, 11| -7, -4 L Domona CO............. 3| 267 3l. 34} VL
Kodiak. ..o 57 4 R 12 M Redding AP............ 40 25 31 35 VL
Nome AP................ 64| —37 | —32 | —28 L ;
Rediands............... 34 28 34 a7 VL
A oelns AP ... st | 18| 2| VL Richmond . ... ... .- 38 28 351 381 VL
Flagstalf AP, . ....... 351 —10 o 5 VT Riverside-Mareh AFB....| 33 26 32 34| VL
T . : Sacramento AP. ... ..... 38 24 30 32| VL
f(qrt HUB.(?AI;C& AP. .. ... . gé 18 25 28 VL Salinas AP 36 27 32 35 VL
ingman AP........ .. ... 18 25 29 VL Tttt
Nogales. ................ 31 14 20 24 VL gan %mr(iﬁ!lljo,NDrtomA FB g% 2 3 £ 3:: gk
: . an Diego AP........... 38 42
Phoenix AP ...ooovveinnn 330 2 3 M) VL San Fernando ... ... ... 3| 20| 34| 37| vL
SR 52l on | b8 M San Francisco AP...._... 371 32| 35| 37| L
Wi e 33 23 23 ;’% vIﬂ San Franeisco CO..... ... 37| 38] 42| 444 VL
Yuma AP. ... .........| 32 32 37 40 VL Sar. Jose AP 37 0 1 36| VL
ARKANSAS : - P b
Blytheville AFB. ... sl o o)L Sante dons AR B sl 3| %D
amden. ... _............ B 1 ¢ Bl Ll €anta Barhars OO
El Dorado AP . 10 I A - Santa Barbara CO....... R S I N
Fayetteville AP. ... .. .. . 36 3 9 14 M| PAREETEReeeeee
Fart Smith AP............ 3{ 9 15| 18| M Santa Marin AP. ... ... 34| 28| 32| 34| VL
i[ot Sg)rings Nat. Pk.. ... gg 12 18 22 11& 3222‘:. %)gﬁﬁ CO N gi 33 ég §2 %
oneshoro, ... ........... 8 14 18 5
Little Rock AP... ... . . 24| 137 19| 2| M SantaRosa_ ... B2 BB VE
Pine Bluff AP.... ... ... 34 14 20 24 L | T
cﬁggﬁlﬁna AP........... 33 i6 22 2| M g_kml_; ,,,,,,,,,,,,,,,,,, 39| 22 27 30 gL
Bakersteld AP .......... 35| 96| a! 3| VL TR RISERRIOR B B A B 1 I A 7
Barstow AP. ... ... ... .. 34 18| 247 28| VL Yuba City . ............. 30 24| 30| 34| VL
Blythe AP.. .._.......... 33 26 31 35| VL COLORADO
Burbank AP............. 34 30 36 381 VL Alamosa AP............. 37! —26 | —17 ! —13 | VL
Chico................... 39 23 29 331 VL Boulder................ 0 -5 4 8t L
Coneord. ................ 38 27 32 36| VL %oloradﬁprings AP... .. §§ — 9| -1 I]::
enver AP ... ... .. .... ¢! - 0| — 2 3
Covina................... 34 32 38 1 VL — 4
Croscent, City AP..... ... at| s 33| 36| L Durango...............| 37 =101 @ VL
Downey.................. 34 30 35 3871 VL .
ElCajon................. 32 26 31 34 VL Fort Collins............ 0| -1lo| —9| — 5 L
El Centro AP............. 32 26 31 35| VL Grand Junction AP..... 9| - 2 8 11| VL
Escondido............ .... 33 28 33 36| VL Greeley................ 40 —-18 -9 -5 L
La Junta AP, . ... .... 38| -1 -6 —-—2| M
Eureka/Arcata AP..... ..., 41 27 32 35 L
Fairfield-Travis AFB. ... .. | 38 26 32 34 VL Leadvile.............. 39, —18] — 91— 4| VL
Fresmo AP............ .. 36 25 28 31 VL Pueblo AP............. B —-14} -5 ~-1]| L
Hamilton AFB. . . .. | 38 28 33 35§ VL Sterling................ nH 15| —-6|] -2 M
Lagura Beach........... .| 33 32 37 39 1 VL Trimidaed AP, .......... 7| -9 i 5| L

Notes: a. From ASHRAE Handbook of Fundamentals.
b. AP indicates airport; AFB indicates Air Force base; CO indicates cosmopoliten area; other may be aken to be semirural
. Wind vetocity: VL = Very Light, 70% or more of cold extrerse hours at less than 7 mph; L = Light, 50-69% cold extreme hours less than 7 mph; M = Moderate, 50-74% cold exireme
hours more than 7 mph; FE = High, 75% cr more cold extteme heurs more than 7 mph, 50% more than 12 mph.
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Appendix 4A—Continued

Winfer

. Lot |Median Coinci- Winter
State and Station o | dent Stote ond Station |11 | Medien ot
Annval | 99% | 9739 Wind of v
Ex_ R | ve. Annval | 999, | 9739, | Wind
remes focity Ex- i V?l-
{1}
CONNECTICUT i e '
Bridgeport AP. . ... ... 411 — 1 4 81 M D‘I\,’t‘o AP
Hartford, Brainard Fieid. [ 41| — 4] 1| 5| M Burloy. T BL_0of 4] 0] L
New Haven AP. . ........ 41 0 5 9] H Cur """" 20 -5 4 VL
New London.... ........ 41 0 4 8| H I;:}:lr g‘ ?iieTPAP """"" ol z vk
Lewiston AP N A I -
Norwalke....ooooooo -5 ol 4 M IR oy 8 12| VL
Norwich... ............. i — - 2l M M
Watetbury. 41— 5 0 1 M OSCOW ... ... ... ..... 446 —11 ! — 3 1 VL
 Windsor Locks Bradley¥ield 42 | = 7| = 2| 2| M Pomteio ap T B oA 8k
. ; A — — _ 2 Vi
Dover AFB.............. 39 8 13 13 M ILL;Eg;g Falls AP.op2) =5 4 8 L
Wilmington AP. . ... R 6 12 15| M Aurors,
DISTRICT OF COLUMBIA Belleville, Sentt AFB. .. | B 3 M
Andrews AFB.. 38 9 13 6] M B]oommet :n | 3 0 8 WM
ng:ibshmgton National AP. .| 38 12 16 191 M Carbondﬁlg --------- ;? - ’i - -Ir 1:% Qfl
" R M
gene Glade. ............. o6 31 35| 39| M Champaign/Urbana....... 0y-0 0 M
ape Kennedy AP..... ... 28 33 37 0 | L i i
Diaytons Beach AP, ... 281 32| 36| L 8}:;3@:52' ?{!;‘}: ayﬁp' S0 1 S B I
Fort Lauderdale. ... .. o 26 371 41| 45| M Chicago, CO - PR T M
Fort Myers AP . ... ol sl ss| 2| M Danvile. . ml TR TR M
Fort Pisros. ........... 7| m| x| u| M Deatar Wp-o) 0] e M
isinesville AP. .. ........ 29 24 28 2| L Di
Jacksonville AP . ... 0| 261 29| 32| L Elgin, . ol Bt S B
Key West AP... ... ... 24| 5| 55| 58| M Freeport. ... ... ........ 2] el Tiol T el M
Lakeland GO | 3! 3| 3| M Galesurg., e [ 2l 2 el M
Mismi AP .. o5 - “ N Greenville. .. ........ ... 39 -3 3 71 M
Miami Beach CO... ... .. 25| 40 45 48 | M Joliet AP.......... 41 | —11 i
Ocala............... ... 29| 25t 20| 33| L Kaonkakee, .. .. ... .. ... 41 S Y
Orlando AP, a8 20 33| 37| L La SaleyPera ..o [ 28] 2 3 o
P&ﬂamaC;ty, Tyndall AFB | 20 28 32 35| M Macomb.............. .. i | — 2 _ z { %
Moline AP .. ... 2| =%
Pensacola CO............ 30| 251 20| 32| M M. Vormen £+ Bt S Il S B I
St. Augustine. ........... 29 27 31 sl L | 0 8 10 M
8t. Petersburg.......... .. 28| 35| 39| 42 M Peoria AP. 0] -8 2
Sanford. .. ... ... .o 280 29 33| 37| L Quincy v AP.. 0| 28123 32 M
toul, Che 7
Sarasota. ... ... .......... 27 31 35 39 M Rockford .. anite AFE.. :g gl 3 M
Tallahassee AP ... .. 30{ 21| 251 20| L Springfield AP. .||, 11 B B2 T3 M
Tampa AP.. 2w 32 36 30 M Waukegan.....,.,...,..: 4i2 :1-1! - é _‘li M
o Vgssstlfahn Beach AP. . ... 26| 36 49 44| M lNnggA
= nderson. .............,. —
Albany, Turner AFB. ... _. 31 21 26 36| L Bedford. .. ........... -'.’fg - g g 2l M
Americus. ... ......... ... 32 18 29 25 L Bloomington. . ......... .. 39 3 7 M
Athens. ...l L 34| 12| 17| 21| L Columbus, Bakaiss AFB.. |39 | — 5| 3| 7| M
itlam? JX;) ______________ a3 1; 18 23 H Crawfordsville............ i -8 - 3 ; ﬁ
ugusta AP ... ...... 33 1 20 23| L
Evansville AP. ... . ... i
Brunswick. ......._...... 31 24+ 27 31| L Fort Wayne AP. ... ... ‘ﬁ - % (6] lg %
Columbus, Lawson AFB... | 32| 191 23| 26| L Goshen AP............. 4 | -w|-4| of M
Dalton.. .. ... . ... ... 34 10 15 19 L Hobart. ................. 4] | -0 | — 4 0 M
Dublin. .. ... i 32! 17| 214 25! L Huntir.on, ... ...l 40| -8 2
Dubiin 1IN B a7 ;| ozl Lo Heteeon -8 = 2| M
nesville. .. ............ 34 11 16 20 L Indi :

. ndianapolis AP, .. ..., .. —
Grifin........... ... ... 33| 1| w| 2L Jeffersonville........... . 3 3 g 12 M
Ta Grange. .............. 33 12 16 20 L Kokomo............. .. 40 - B 0 :1 ;\’[
Mﬂ.cp[l AP 32 18 9 97 i Lafnyette ................ 4() - 7 — 1 3 ;\‘1
Marietta, Dobbins AFR. | 341 2] 17| 21| L La P '
Moultrie ................. 31| 22| 26| 30| L M Tl 3 e B ol M
Rome AP ... ...... . 34 11 16 20 L Mamm """"""""" wl-g| -z 2| M
Savannah-Travis AP ... .[32] 21 24 27| L P unclﬁ """"""""" Wol-s1-2 2} M
Valdosta-Moody AFB ... .. 31 24 ert, Bunker Hill AFB... | 40| — 9| — 3 1

Y 28 31| L Richmond AP M
Hhvxi%cmss ................ 31| 20| 24| 28| L A AT |3 -7-1 8. M
Hilo AP ., ... .. 18| % Shelbywille. ..., 331 —4 2
Honolulu AP 17T 2| 281 | el r South Bend AE. ... ... #)Z6|-3| 3 M
%arlxleohe ........... e 21 58 60 611 1, ;I;‘:;r;: Haute AP........ 491 -3 3 I M
ahiawa. ... ... . .. .. BIPAIRISO. . ..o i} - - - ‘
121 57 59 61| L Vincennes...............] 38| — l% f") é II\\}
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Appendix 4A—Continued

Winter Winfer
. Coinci- N Coinci-
State ard Station Lat. Me:,'"" dont State and, Station Lot M‘:,'""' dant
Annul | 9%, 973% | Vyird Ao 99% | 973% | *ine
Ex- ) ;O .
lre:les Iocity tremes docity
lowa MARYLAND
................... 42| 17| =11 | - 7 M Balt}moreAP‘.........., 39 8 12 15 M
Burlmgton AP........... 0] —101 — 4 t{ M galtl;)neoﬁ SO ........... gg 12 lg 20 !1\11
CedarRaldsAP a4t —14| -8 — 4 M umberland. . ... .. ... ... 0 9
Clinton. . P =3 -7 -3 M Frederick AP........... . [ 39 2 7 1| M
Council Bluffs. ... 41} —14| —7{ -3 M Hagerstown.............. 39 i 6 10| L
Des Moines AP........... 41| -13{ —-7| -3 M Balisbury...... . 38 10 14 18] M
Dubuque................ 42| —17{ -1 | -7 M MASSACHUSETTS
TFortDodge. ............. 2 -8 -12| -8 M g?_st&nAP'---u------... g - é g lg ﬁ
T 131 £ 5 . _ —_
}gwicll{ty 41{—-14| -8 -4 M gﬂﬂl?uivgr --------------- ié ~% flw g 1}\{4
eokuk. . ... ... .. ... . ... |l 9| — 3 1 M ramingham. . ........... y - —
Marshalltown. ........... 42| —16% —10 — & M Gloucester. ..............1 42| — 4 2 6 H
Mason City AP........... 43| —20| -13( -9 M Ereenﬁeld ............... 2l -zl -6l ~2! M
Newton......... ....... 41| ~15l -8 -5 M AWFENNE. .. ... ... ...... 42| -2 —3 1 M
Ottumwa AP. . ... . 141 —-12}{ -6l —2! M Lowell.................. 2| -71-1 3| M
Sioux City AP, ... ... 2} 17| -10|-6] M New Bedford............. a3 9 BB H
Ko AEHO0. - o @2|-18| -1z -8 M Pittsficld AP, ... _........ 2| 1| -51—-1| ™M
Atchison. ... 39| -9 —2 2| M %l" mgfeld Westover AFB -8l -3 2l M
Chanute AP.............. 37| —3 3 7| H BUALOTL, oo veee oo - - 4
Dodge C-t.yA" __________ 371 — 5 3 7 M Worcester AP. ... ...... .. 421 — 8t — 3 1 M
EiDorado. . ............. 37| -2 4 8| H MICHIGAN
Emporig. ....co.o..oouuns 38| — 4 3 7t H Al;i';‘ AP ié - l(li _ g _ ‘i‘ M
. ol Battle Creek AP... ... ... | 42| — & 1 5| M
o A SRS .8 et Bl | B A I Benton Harbor AP_1 .. 2| -7|-1] 3| M
Great Bend. ... las| 2 5 6l M Detroit Met. CAP...... .. 2| o 4 8| M
Hutehinson ap 38| — & 2 6 H Escanaba................ 45| -3} -7/ -3 M
Liberal.................. 37| — 4 4 8 M FntAP. . ..., ......... Blo7| -1 3 M
Manhattan, ¥ort Rllev -7 -1 41 B gﬁﬁiﬁpﬁ?ép' N g - i _ g 2 RJI
ll;tl;:::l!lsAP .............. 3;; - % g 2 g Jackson AP 2| _% o al M
Balina................... 38 - 4 3 7 H Kalamazoo.............. 21 -5 1 5| M
Topeka AP............ .. 33) - 4 3 6| M ;
Wichita AP. "L 37| -1| 5| 9| m Marqusite 06008 Taa | A1 - 8| 11
KE%L%?;:dé ST 38| 1| 6| 10| L Mkt e Stz -3 L M
owling Green AP. ... .. .. 37 i 7 11 L Fyp- i
8urhin AP 37 0 5 H I Pontiae. ... .............. 421 — 6 0 41 M
ovington AP.......... .. 3| — 8 3 % L _ _
Hopkinsville,Carpbell AFB| 36 | 4] 101 14| L fort Hurom .o | B — 611 3 M
Lexington AP. ... .. .. 38| ol 6| w! M %“,:‘J;i‘:-cl}{;rjfp‘“’ """ wloB -z -8 L
Louisville AP. . .......... 38 1 8 127 L lanti. . _ _
7 . Ypsilanti................ 42 a 1 5 M
Madisonville. . ........... 37 i i 11 L MINNESOTA
Qwensboro............... 37 [ 6 w| L Albert Lea 43 —-20] —14| -0 M
Paducsh AP. . ........... 37 4t 10| 14| L Alexandria AP ... .. 145| —26 | -19| —15| L
lcx]lzl:?;n":i i AP 31 20 25 29 L gen_lidji AP, ...l 471 —38 | —32| —-28| L
g”‘fml‘ Rouge ap g(, P > Bl F rainerd.........0 0 00n. - 4G] —-31 | —-24} —20| L
ogalusa. . .............. () 20 24 281 L Duluth AP. .. ........... g _ -
Houma. .. .. ... 2| 25| 20| 33] L gﬂiﬁuﬁgjg _____________ el iz M
ergus Falls, .. ..... ... 46| —28 | —21 ] 17| L
Lafayette AP. ... . ... ... 30 23 28 32| L Tate; P — — -
Lake Charles AP~ 11 30| 25| 20| 33| M aternational Falla AP. ... | 48| 35 | -20 | -24| L
inden................. 32 17 22 26| L Mankato. . .ovnrrnnninn. 4t =231 —16| —-12| L
Monroe All: .............. gz 18| 23| 27 Iﬁ i\%d;:ll:;g&d%&. Paul AP ﬁ - %g —ig - {g Iﬂ[
Natehitoches. .. .......... 1 17 22 26| L | QRochesterAP............ - - -
New Orleans AP....... ... gg Zg 32 sl M St.Cloud AP............. 45| —26 | —20 | —i6| L
tAP..... ... . 1 22 M
Mﬁlbnéevepor 26 Vieginia. . ............... 47| —82} —25) 21| L
Augusta AP........ e 4 —-13] —-7| —3 M Willmar. . . ...oooeennnnn. 451 —~251 —18| —14 ] L
Bangor, Dow AFB... .. .. |4 —14 | — 8| — 4| M Winona.................. 4 -19]| ~12| —8| M
Caribou AP....... ... . 46§ —24 | —18 | —14 | L MISSISSIPPI
Lewiston. ............... 4 | -4 | — 8 — 4 M 3¢ 26 30 2l M
Millinocket AP.. ... ... 45 | —22 | —16 § —12 L 34 14 20 24| L
Portland AP. ... ......... 43 | —14 | -5 0 L 33 13 18 22| L
Waterville . .. ............ 4| -15|1 -9 -5 M 33 16 21 24| L
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Appendix 34A—Continued

Winter Winter
Stats and Stotion Meot:'lan State and Station o Medfiun
L=
Annuel | 99%, Annual | 99% | 974%
Ex- Ex-
tremes I i tremes
[
MISSISSIPPI (continved) NEVADA, [continved)
Greenwood.............. 14 19 L Reno AP. ... ............ -2 2 7
Haftiesburg.............. 18 22 L Reno CO. e h] 12 17
Jackson AP,.. ..., e 17 23 L Tonopah AP, .. 2 9 13
Winnemuees AP.......... — 8 1 5
Laurel. . e 18 22 L NEW HAMPSHIRE
McComb AP. ... . i8 22 L Berlin................... —25 1 —19 | ~-15
Mertdian AP... . ......... 15 20 1, Claremont . 19! —-13 | -9
Natchez. .. .. ........... 18 22 L Concord AP -7 —-11] -7 M
Tupelo.................. 13 i8 L Keene... . .. . ... —17 | —-12 | — 8 M
Vicksburg CO........ ... 18 23 L Leconta. .. .. ......... .. -22 | 16| —12{ M
MISSQURI Manchester, Grenier AFB. -1t | — 5 1 M
Cape Girardeau. .. ... .. .. 2 8 M Portsinouth, Pease AFB. .. - 8| - . 3| M
Columbia AP... .. .. .. ... k — 4 2 6 M NEW JERSEY
Farmington AP. ... ... .. -2 4 8§ M Atlantie City CO. .. ... ... 10 14 18| H
Hannibal . TR -7 -1 4 M Long Branch, .. ... ... ... 4 9 13| H
Jefferson Clty ____________ — 4 3 & M Newark AP. . .._...... ... 6 11 i5 M
Joplin AP.. 1 7 11 M New Brunswiek.... ... .. 3 8 i2: M
Kangas C!ty AP.. -2 4 8| M Paterson................. 3 8 12| M
Phillipsburg. . ............ 1 6 10i L
Kirksville AP. ... ........ —13 — 7 -— 3 M T;‘enmn CO.............. Fi 12 16 M
Mexico.................. - e | 3| M Vineland. . .. ....... .. .. 7 12 16, M
Moberly................. — 8 -2 2 M NEW MEXICO
Poplar Bluff. .. ....... ... 3 9 13 M Alamagordo,Holloman AFB 12 18 2] L
Rolla. . oo -3 3 7 M Albuquerque AP.......... 6 14 17 L
értflﬁllaa.d wp 19 %(75 é‘!! k
St. Joseph AP.. ... ... ... —- 8 =1 arisba 1
St Tomip -0 N -4 B v Clovis AP . 2] 1| 17| L
R LouisCO ............ 1 - 11 M Farmmgton AP -3 6 9] VL
edalia, Whiteman AFB. . | ; -2 4 9! M
Sikeston................. 4 10 14 I, Gallup.................. 13} - é -1 VL
Springfield AP. . ... .. ... 0 5 w! M Grants, ., . .............. -5} -~ %] —3] VL
MONTANA Hobbs AP....... ... ... 9 15 19 Ia
Billings AP............ .. 19! —10i —86! L LagCruces............ ... 13 19 23| L
Bogeman.......... ..... —-254¢ 16} —11 | L Los Alamos........ .. -4 5 9| L
Butte AP 34| —24] —168] VL Raton AP........... -ni-20 20 L
i Pk AP s ) B 17 L Reswell, Walker AFB 50 16) 19| L
‘(;xlendive ................ —281 20 —16 | L gﬁtg: getg?g.{s """""" - g 11 i }3 %I
Great Falls AP, ... ... ... 29 20 L ;ocorm AP pH 13 It {j
Havre........... ... ... —32 1 —92 M ucumeeri AP. .. ... ... 1 9 13
Helena AP, .. ... . .. . -27 | -17 L NEW YORK
Kalispell AP .01 0100 “7l -7 -3 VL Aibany AP. ............. - B B
Lewiston AP. . ... .. o —or| 1 —1a| 1 Albbany CO.............. -5 1 5 L
Livingston AP...... ... .. -2 | —17]| —13| L Aubura.................. e i I
Miles City AP, .00 —27 | —19 [ —15{ L Batavia. o S i S IS
Missouls AP. .11 ~18| -7| <3| VL Binghamton CO.......... i
NEBRASKA
Beatrice. . ... ............ — 10 -3 1 M Buffalo AP.............. - 1:13 2 ? Il\‘/[
Chadron AP .11 —21| -3 —9| M Cortland...........oon ks S Bl Bl R 0
Columbus. ... “4l-7|-3| M ey R i B - I
Fremont —14 -7 3 M miare Ak, ... ... oL - .
Genevl.................. - 8| -2 2| M
o gyand AP, mtrl Bl A . Glens Falls. .. ........... |- -7 L
Kearney. ..., .. . .. _6l = 6 2| M Gloversville. ............. —12| — 6] -2 }:
Lincoln CO........ . .. —10 — 4 ol M Hornell.................. 15 9 5
MeCook —~12] — 4 0] M Fthaca. ... ... ... ... ... —10| — 4 ol L
Norfolkk. ................ -5 =11 -7 M Ja_mestowq ............... — 5 1 b M
North Platte AP. ~13| -6 -2 M Kingston................ - 8| -2 2| L
Omahz AP, ... ... ..... 12| —-—5] -1 M Lockport.......... ..... — 4 2 6 M
Scottsbluff AP,........... -16; —8! —4| M Massena AP............. -2 | —-16| 12| M
Sidney AP............... -5 -7} -2 M
NEVADA Newburgh-Stewart AFB .. -4 2 6| M
CarsonCity.............. — 4 3 7 VL NYC-Central Park....... 6 11 15| #
ko AP, ... .. ... .. ~-211-13} — 7| VL NYC-Kennedy AP....... 12 17 21| H
ElyAP.... ... .. .. ... ... —15, — &8 -2 VL NYC-LaGuardia AP. ... . 7 12 16| H
Las Vegas AP, ... ... ... 18 23 26 | VL Niagara Falls AP. .. ..., .. -2 4 7 M
Lovelock AP............. 0 7 11| VL Olean................... -13|-8]-3| L




Appendix 4A—Continued

Winter Winter
Coinci- N Coinci-
Stote and Station 4. |Median dant State and Station Median dent
Annval | 99% | 974% ‘;':d Annwal | 99% | 775% \'t:,d
Ex- o Ex-
he:'les locity tromes Tacity
NEW YOQRK (continved) CHIO {caniinved)
neonta. ... ..., —131i - 7 3| L Steubenville. ............. 0 — 2 4 9| M
Qswego CO.............. -4 2 6| M Toledo AP............... - 5 1 51 M
Plattsburg AFB. ......... -16 | —10 4] L Warren,................. — 6 0 4 M
Poughkeepsie . . .......... - 6| —1 3! L Wooster. .......... e - 71 —-1 3| M
Rochester AP, ... ... ... - 5 2 5{ M Youngsiown AP.......... -5 1 6| M
Rome-Griffiss AFB. . ..... —13| -7 31 L Zanesville AP. ... ... ... 40| —T7| —-1 3| M
OKLAHOMA
Schenectady. ... ......... —11f —- 5 1 L Ada.. ... .............. 34 6 12 16| H
Suffolk County AFB. ... .. 4 9 13 H Altus AFB,,............. 34 7 14 18 H
Byracuse AP............. -1 -2 2| M Ardmore................. 34 9 15 19| H
Uties. ... —12| -6} -2} L Bartlesville. .. ........... -1 5 9| H
Watertown............... —920 i -14] =10 M Chickasha. . ............. 35 5 12 16| H
MORTH CAROLINA .
Asheville AP. .. .......... 8 13 17| L Enid-Vance AFB....... .. 36 3 10 14, H
Charlotte AP. .. ......... 13 18 22| 1, Lawton AP....... .| 34 6 13 16| H
Durham... . ... ...... 11 15| 19| L McAlester. . .. 7 18 17{ H
Elizabeth City AP.... . ... ig 18 22| M I‘Nﬁmlmr;:eia AP. .. gg g ﬁ }g 1}\'1[
Fayetteville, P FB. .. 17 20 i OTMAR. ... ... ... .-
ayetteville, Pope A I Oklahoms City AP ... ... 3| 4| 1| 15|
Goldsboro, Seymour AFB 14 18 21| M
Greensboro Ayl;l‘! __________ g i4 17! L Ponea City.............. 36 1 3 12| H
Greenville. .. ......oovnvs. 14 18 2l M Seminole. _............... 35 6 12 16| H
Henderson. .. ............ 8 i2 16 L Stillwater................ 36 2 9 13 H
EHCKOTY - . - vevneenn.. 13 14| 18{ L e A gg g 13 12 g
Jacksonville.............. 21 25 M °"§§)°N ---------------
14 18 . BIY. . ..o 44 17 23 27 VL
AR Astoria AP. 1.0 | 22| 27! 30| M
Raleigh/Durham AP.. ... 13 16 20 L gaker AP ... -1 | -3 1 VL
Rocky Mount. ........... 12 13 0| L Cend .................... -7 0 4| VL
gi]_mmgtgg AP lg 23 27 L orvallia, . .............. 17 23 27 VL
. R 14
: NORT]‘ES*[‘)O:KOTIJ‘:HI AP. wi Eugene AP.............. 16 22 261 VL
Bismarck AP............. —31| —-24 | —19{ VL %’:“ts Pass.............. 16 22 26| VL
Devils Lake. ............ —30 —93 —~19 M math Falls AP........ - 5 I 5 YL
CDickinson AP............ -3 | -23(-19| L %Iedford AP ... 15 21 3. VL
Fs.rgo AP —928 —29 —17 L endleton AP, ........... 45] — 2 3 10 VL
Portland AP............. 17 21 24| L
Grand Forks AP.......... —30 3 — -
Grand Forks AP........ o B - Portland CO. . .......... 21 26| 2| L
Minot AP. ... ... .1 -31| -24|~20| M Roscburg AP............. 191 25 29/ VL
. Williston. ............... —98 —21 —17 M em AP................ 45 15 21 25 VL
oHIO PEES&RH.H;B ............... 7 13 17 VL
-0 _ ANIA
o AmoyCanton AP A BITS] 3| | M| AlenownAP..o -2l 3| & M
- Athens...... ... ~3| 3| 7| M fltoona CO.........o...-- 3 3|k
. BowlingGreen........... -7 -1 3{ M Cga::bersburg """""" ol s (_2; E
_.Cambndge ............... - 6 0 4 M Brie AP.... .. 1 = 1| M
Chillicothe..,............. -1 5 9| M :
Cincinnati 0. 111111 2] 8| 12| L Porrieburg AP. ... i3 vl g
Cleveland AP............ -2 2 7| M Lancaster. .. ... ... -3 2 6| L
Columbus AP............ 1 2 7| M Mendville, ... ... ... -8 0 4| M
Dayton AP.............. -2 0 L] M gﬁﬁg?% AP - ; — 1{ g M
_ _ hiladelp . . 1 M
?&i%ag;eAP .............. - g ‘1) i % Pittsburgh AP............ -1 5 91 M
Tremont. I - 31 M Pittsburgh CO........... 1 7 1 M
Hamlton. S H gl M Reading CO............. 1 6 9| M
Laneaster. ... ... - 1 H M Seranton/Wilkes-Barre. .. .| 41| — 3 2 8| L
ma. T — % 0 il M State College............. 0] — 3 2 6| L
Mansfield AP............ -7 i 3| m Sunbury................. 40| — 2 3 7! L
15 100« D — 5 1 B M Uniontown............... 39 —1 4 8 L
Middletown.............. -3 3 7 M Warren,................. 41; — 8| -3 1 L
Newark. .......ccoooo... -7 -1 2 M West Chester. . ... .......| 40 4 9 13 M
N Williamsport AP......... 41| — 5 1 5 L
orwalk................. -7 -1 3| M York..oooooenieiian., 400 -1 4 8| L
Portsmouth.............. 0 5 9 L RHODE ISLAND
Sandusky CO............ -2 4 8 M | Newport................. 41 1 5 11 H
Springfield............... -3 3 7 M Prowdence AP........... 41 0 6 10| M




Appendix 4A—Continued

Winter Winter
Stote ond Station Lat. M";‘;“" CE;'li' State and Stetion laf. |Median
Amuel | 99% |974%, | Yyind Annvcl | 99% | 974%
Ex- s -
fremes lacity fremes
TEXAS (continued}

SOUTH CAROLINA ; S - o
Anderson. .o sl 1)) ozoL Tamege " AR B T BB
LOHETIESWNn ArB., . .. ... ... Y y i I B
Charleston CO . .. .. 520 23| 26| 30| L Laredo AFB... ... al Te| 33 %
Columbia AP.... . .. . |34| 16{ 20| 93| L Tobboe ap R T T T
Florence AP. .. ...... ..., 34 16 21 25| L o -
Georgetown...... ...... .| 33 19 23 26| L Lufkin AP. . ......... . .|3t 19 2: gg

......... o) 26 [
Greenville AP.. ... ... .. .. 34 14 19 23| L 1\1&?&&1&:3 AP . jg ?g ?9 23
greenwgod -------------- ‘;3 15 é‘i f’; k Mineral Wells AP sz 2] sl 2
rengeburg............. | 33] 177 21| 25! L ||  PalestineCO : o5
gock Hgl- JENEER 3% 13 v 2 L Palestine CO... ... ... 31 16 21
partanburg AP.. ..., 35| 13 18 20 L I} Pampa......... ........ 35 ) 7 11
Sumter-Shaw AFB.. . 34| 18| 23| 2| L Pampa....oo S0l it 1

SOUTH DAKOTA Plainview................ 34 3 10 14
Aberdeen AP ... ... .. 45| —20 | —22 | —18| L Port Arthur AP, 30| 25| 20| 33
Brookings. . ............. 4 26| —-19| —15| M San Angelo,Goodfellow AFB| 31 15 20| 25
Huron AP....... . ... ... 41 241 ~16 | —12 L
Mitehell. .......... ... |48 -2 157 —~11 | M San Antonio AP.. . 29 221 25] 30
Plerre AP............ . .. 4| -2l | -3 -9 M Sherman-Perrin AFB. .. .. 331 12 18 23

e Snyder....... .. . ... 32 9 15 19
Rapid City AP. . ......... 44} —171 -9 |~ 6| M Temple.................. 31 18 23 2
Sioux FallsAP............ 431 21| —14 | ~10 M Tyler AP................ 32 15 20 24
Watertown AP, ..., ... 45| =27 | —-20 | ~--16 L
Yankton.................| 43| =18 =11 | - 7 M Vernon.................. 34 7 14 18

TEMMESSEE Vietoria AP....... ..., .| 28 24 28 32
Athens.................. 33 0] 14| 8| L Waco AP, ... ..... S 351 16| 20| 2
Bristol-Tri City AP..... . 36 6 11 16| L chhita Falls AP.........| 34 9 15 19
Chattanooge AP..........| 35 11 15 19 L
Clarkaville............... 36 6 12 16| L Cedar Clty AP 37| —-10| - 1 6
Columbia................ 35 8 13 17| L Ogan. 41 - 7 3 7

Moab............... ... 38 2 12 16
Dyersburg............ ... 36 7 13 17! L Qgden CO............... 41| - 3 7 11
Greenville. . ... ... ... . 35 5 10 14| L T8 ..\ oot 39| -7 3 7
Jackson AP... ... .. ... “5 8 14 171 I
Knoxville AP......... .. .| 35 9 13 17 L Provo................... 40 — 6 2 [

Richfield. . .............. 38| -0 ~1 3
Memphis AP.............|35| 11 17 21 L St. George CO..__........|37| 13 21 26
Murfreesboro. ... ... ... 35 7 13 17 L Salt Lake City AP.. . ... | 40| — 2 5 9
Nashville AF ... .. _.... 36 6 12 16 1 Vernal AP............... 40| —20 —10! — 6
Tullahoma............... 35 7 13 171 L VERMONT

TEXAS Barre................... 44 —23 | —17 | —13
Abilene AP. ... ....... .. 32 12 17 21 | M Burlington AP. . ... ... .. M| —-i8 | —12 -7
Alice AP. .. ... .......... 27 26 30 34 M Rutland. .. ... .......... 431 —18| —12; — 8
Amarillo AP. ... ..., 35 2 8 12| M VIRGINIA .

Austin AP ... ..., ... 30 19 25 G| M Charlottsville. .. ......... 38 7 11 15
Bay City................ 29 25 29 33| M Danville AP............. 36 9 13 17

Fredericksburg. .. ........ 38 6 10 14
Beaumont. .............. 30 95 29 33| M Harrisonburg. ............ 38 0 5 9
Beeville................. 28 24 28 2 M
Big Spring AP. .. ... ... 32 12 18 99 | M Lynchburg AP. .......... 37 10 15 19
Brownsville AP.. ... . ... 25| 32| 36| 40| M offolk AP 36 181 20 2
Brownwaod. . ........ .. .. 31 15 20 25 M Petersburg. ... ........... 37 10 15 18
Bryan AP. . _............ 30| 22| 27 31| M

gichmla:ncll& %P ............ 37 10 14 Ig
Corpus Christi AP ... ... 27| 28| 32| 3| M osnoke AP. ... ... 37| 9! 1| 1
Co:glcana L. 32 16 a1 25 M Sta.untun ................ 38 3 8 12
Dallas AP. .. .h ........... 321 14| 19 24| H wfgg;glée%e; .............. 39 1 6| 10
D=l Rio, Laughlin AFB. 24 2 3 M E

£ 2 2 8 Aberdeen................ 47 19 24 27

Denton.... ............. 34 12 18 29 H Bellingham AP........... 48 B 14 18
Eagle Pass............... 28 23] 27 3| L Bremerton............... 7 17| 24| 29
ElPago AP... . .......... 31 16 21 25 | L Elensburg AP. ., ........ 47| -5 2 6
Fort Worth AP... ... ... . 32 14 20 24 a Everett-Paine AFB. ... .. 47 13 i2 24
Galveston AP.. ... ... ... 29 28 32 36| M

Kennewick. ....... .. .. ... 46 4 11 15
Greenville. . ............. 33 13 19 241 H Longview.... ............ 46 14 20 P
Harlingen................ 26 30 34 I/ M Moses Lake, Larson AFB.. i 47 | —14} - 7| — 1
Houston AP ... ... .. .. w| 2 28 2| M Olympia AP. ... ... .. .. 47 15 21 25
Houston CO. .......... .. 200 24| 29 33| M Port Angeles. .......... .. 481 20] 26| 20
Huntaville. .............. 30 22 0 31 M Seattle-Boeing Fid...... .. ] 47 17 23 27
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Appendix 4A—Concluded

Winter
. Coinei-
State and Station Lat. |Median dont
Annval | 99% |974% | L
Ex- .
tremes lacity
WASHINGTON {continued]
Seattle CO............... 47 22 28 32| L
Sesttle-Tacoma AP.... ... 47 ( 14 20 24| L
Spokane AP.. ... ... ..., 47 1 — 5| — 2 4| VL
Tacoma-McChord AFB. .. | 47 14 20 24 | L
Walla Walla AP.......... 46 5 12 16 | VL
Wenatehee............... 47 | - 2 5 9| VL
Yakima AP.............. 46 | — 1 6 10 VL
WEST VIRGINIA
Beeldey. . ............... 37 | —- 4 0 6 L
Bluefield AP, ............ a7 1 6 10 L
Charleston AP. . ......... 38 1 9 14| L
Clarksbarg............... 391 -2 3 7 L
Elkins AP . .............. 38— 4 1 51 L
Huntington CO........... 38 4|, 10 4| L
Martinsburg AP.. 39 1 1 10 L
Morgantown AP.. 39 | — 2 3 7t L
Parkersburg CO 39 2 8 12| L
Wheeling. ............... 40 0 5 9 L
WISCONSIN
Appleton................ 4 | -6} ~10| — 6| M
Ashland. . ............... 46 | 27 | =21 | —17 L
Beloit. .................. 42 | -3, — 7| — 8 M
Eau Claire AP........... 44 | =21 | =15 | -1} L
Fonddulac............. 43 | 17} 11 | -7 | M
Green Bay AP. ... ... ... 41 —-16|-12) — 7| M
LaCrosse AP............ 43 | —181 —-12| -8 M
Madison AP............. 43 | -3 -9 — 5 M
Manitowoe. .. ........... 4 | -111 — 51 — 1 M
Marinette. . ............. 45 | -4, — 81 -4 M
Milwaukee AP........... 33 -11;, -6 -2 M
Racine. .............. Lo 42 | ~-10| — 4 0 M
Sheboygan............... 43 | —10| — 4 | M
Btevens Point, ............ 44 | =22 | —-16 | —12 M
Waukesha. ... ........... 43 | -12{ — 6§ — 2 M
Wausau AP............_. 44 | —24 ] —18} —-14: M
WYOMING
Casper AP............... 2 [ —20( —-11| - 5| L
Cheyenne AP. ........... 41 i —-15| -6 —2| M
Cody AP................ 44 3 -23{ —-13} -9 L
Evanston. . 41 | —22 | —~12| - 8| VL
Lander AP. . .1 42 | -26 | —16 | —12 | VL
Laramie AP...... .. .. ... 44 | -17 | —6|—2| M
Neweastle. . ............. 43 (—-18|~-9| -5 M
Rawlins. ................ 41 | —24 | ~15 | =11 L
Rock Springs AP. . ... ... 4 | —16| - 61— 1] VL
Sheridan AP...... ... ...l 44 | =21 {—-12 — 7] L
Torrington. .............. 42 | -2 -1 | - 7| M
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Appendix 4B Average Monthly and Yearly Degree-Days for the United States®™

Avyg.
State Station Winter | July | Aug. | Sept. [ Oct. | Nov. | Dec. Jan, Feb. | Mar. | Apr. | May | June '{r:ag"
Temp

Ala. Birmingham............. A | 54.2 0 0 6 93 | 363 | 558 592 | 462 ] 363 | 108 9 0 | 2551
Huntsville,............. A| 513 0 0 12 | 127 | 426 | 663 | 694 | 557 | 434 | 138 19 0 | 3070

Mobile. . .......c0aninn A 159.9 g g Q1 221213 357 415 300 211 42 0 0 | 1560
Montgomery............ A | 55.4 0 0 0| 68330 527 | 543 | 417§ 316 | 90 0 0| 2201

Alaska Anchorage.............. A | 2301245291 | 516 | 930 (1284 | 1572 | 1631 | 1316 | 1293 | 879 | 592 | 315 [10864
Fairbanks............... A | 6.7 |171 332 | 642 (1203 |1833 | 2254 | 2350 | 1901 | 1739 (1068 | 555 { 222 |14279
Junead.................A | 32,1 301|338 | 483 | 725 | 921 { 1135 | 1237 | 1070 | 1073 | 810 | 601 ] 381 | 9075
Nome..........ooovnvns A | 13.1 {481 | 496 | 693 (K094 |1455 ; 1820 | 1879 | 1666 | 1770 (1314 | 930 § 573 (14171

Ariz. Flagstaff................ A|35.6| 46| 68 | 201 | 558 [ 867 | 1073 | 1169 | 991 | 911 | 651 | 437 | 180 | V152
Phoenix................. A | 58.5 0 0 0| 22234 4156 | 474 328 | 217 75 1] 0 | ¥765

Tueson. ................ Al 581 0 0 0| 25] 231 406 | 471 44 | 242 75 6 0] 1800

Winslow. ............... A 43.0 0 V] 6245|711 | 1008 | 1054 | 770 | 601 | 291 | 96 0 | 4782
Yuma.............o.n. A | 64.2 0 0 (i} 04{108} 264 | 307 190 90 | 15 2 0] 972

Ark. Fort Smith, .. ........... A | 50.3 0 1] 12 [ 127 | 450 | 704 | 781 596 | 456 | 144 22 0 | 3202
Little Rock. . ........... A 50.5 0 0 91127 | 4651} 716 | 756 | 57T | 434 | 126 9 0 {3219
Texarkana. ., ........... A 54.2 0 0 0| 78| 345 561 | 626 | 468 | 350 | 105 0 0| 2533

Calif. Bakersfield.............. A | 55.4 0 0 0| 37282} 502 546 | 364 267 | 105} 19 012122
Bishop.................. Al 46.0 0 0| 48| 260 | 576 | 797 | 874 ] 680 | 555|306 | 143 | 36 | 4275

Blue Canyon............ A 422 281 37| 108 | 347 | 584 | 781 896 | 7951 806 | 597 | 412 | 195 | 5596
Burbank................ A | 58.6 0 0 6| 43 | 177 ¢ 301 366 | 2771 239|138 ] 81 18 | 1646
Bureka................. C149.9 | 2701257 | 258 | 320 | 414} 499 | 546 | 470 | 505 | 438 | 372 | 285 | 4643
Fresno.................. A 53.3 0 0 0 8413541 577 | 605 426 | 335|162 62 6 | 2611

Long Beach............. A|57.8 0 0 9} 47| 171 ( 316 | 397 | 3111 264|171 93 | 24 ; 1803

Los Angeles............. A|57.4) 28| 28| 42t 78180 ] 261 372 | 302 288|219 ) 158 [ Bl | 2061

Los Angeles............. C | 60.3 0 0 6| 311323 220} 310| 230 | 202123 &8 18 | 1349

Mt. Shasta.............. Cl41.2| 25| 34 | 123 (406 [ 606 | 02 | 083 | 784 | 733 | 525 | 347 | 159 | 5722

Qakland., ............... Al53.5| 53| 50| 45127 ;309 | 481 527 | 4001 353 { 255 180 | 90 ] 2870
RedBluff............... A|53.8 0 0 0) 53318 555 | 605 | 428 | 341 | 168 | 47 0 | 2515
Sacramento............. A53.9 0 0 0] 56 {321 ] 546 583 | 414 | 332|178 | 72 0§ 2502
Sacramento. . ........... C |54 1] U 0] 62312 533 561 | 392 | 310|173 | 76 0| 2419

Sandberg. ... ........... C|46.8 0 01 30120248 [ 691 778 | 661 | 620 | 426 | 264 | 57 | 4209

San Diego............... A | 59.5 9 0{ 21 43 (135 236} 208 | 235 | 214 | 135 | 90 | 42| 1458

San Franciseo........... A|53.4% BL| T 60 [ 143 | 306 | 462 | 508 | 395 | 363 | 279 1 214 | 126 § 3015

San Franciseo........... C 5517192 | 174|102 | 118 {231 | 383 { 443 ] 336 | 319 | 279 | 239 | 180 | 3001

Santa Maria............. Al543| 99| 93| 96| 1461270 | 391 459 1 370 | 363 | 282 [ 233 | 165 | 2067

" Colo. Alamosa................ Ai29.7| 65| 99| 272 | 639 |1065 | 1420 | 1476 | 1162 | 1020 | 696 | 440 | 168 | 8529
Colorado Springs......... A 373 9] 25| 132|456 | 825 | 1032 1 1128 | 938 | 893 | 582 [ 319 84 | 6423
Denver........._....... Al37.6 6 0117|428 | 819 | 1035 1 1132 | 938 | 887 [ 558 | 288 | 66 | 6283
Denver................. C | 40.8 0 0} 901|366 714 905 1004 | 851 | 800 | 492 | 254 | 48 | 5524

Grand Junction.......... A | 393 0 O] 30 |313] 786 | 1113 | 1209 | 907 | 729 | 387 | 146 | 21 | 5641
Pueblo.................. A | 40.4 0 0| 54 (326|750 | 986 | 1085 | 871 | 772 | 429 | 174 | 15 | 5462

Conn. Bridgeport. ............. A (399 0 0f{ 66| 307 | 615! 986 | 1079 | 966 | 853 | 510 | 208 | 27 | 5617
Hartiord................ A 37.3 0| 12{117 | 394 )| 714 | 1101 | 1190 | 1042 | 908 | 519 | 205 | 33 | 6235

New Haven............. A |39.0 0| 12| 87 | 347 | 648 | 1011 | 1097 | 991 | 87 | 543 | 245 | 45 | 5897

Del. Wilmington. .. .......... A | 42.5 0 0| 51270 | 588 0 927 | 980 | 874 | 735 | 387 | 112 6 | 4930
D.C. Washington. ............ A 45.7 0 0] 33 217|519 84| 871 762 | 626 | 288 74 0| 4224
Fla. Apalachicola............ C|61.2 Q 0 0! 161153 319 | 347 2607 180 | 33 0 0 | 1308
Daytona Beach.......... A | 84.5 0 0 0 0! 751 211 248 196 | 140 | 15 0 0] 879

Fort Myers............. A 68.G 0 0 0 0] 24 109 146 101 62 0 0 0| 442
Jacksonville............. Al 61.9 0 0 0 12 1144 | 310 | 332 | 246 | 174 (| 21 0 0| 1239

Key West............... AT31 0 0 0 0 0 28 40 31 9 G 0 0| 108
Lakeland.. ............. C|66.7 0 0 Q 0| 57| 164 195 146 99 0 0 0| 4§61
Miami.................. AfT7l.1 0 0 1] 4] 0 65 74 56 19 0 0 0| 214

Notes: a. From ASHRAE Guide and Data Book; base temperature 65°F.

b. A indicates airport C indicates city.

¢. Average winter temperatures for October through Aptil incusive.
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Appendix 4B -Continued

Yaorly

Stota Station July | Aug, | Sept. | Oct. | Nov. | Dec. Feb. Mar, | Apr. | May | June Total
Fla. Miami Beach............C 0 0 1] 0 0 40 36 9 ¢ 0 0 141
(Cont’d) Orlando................. A 0 0 0 0| 72 198 165 105 6 0 0{ 766

Pensacola. ...ccooinea. .. A 0 0 0| 19195} 353 277 183 | 36 0 0 | 1463
Tallahassee.............. A 1 0y 0 0| 28 | 198 | 360 286 | 202 | 36 0 0 | 1485
Tampa.......cooeeee... A 4 0 0 0 01 601 171 148 102 0 0 0] 683
West Palm Beach....... A ' 68.4 0 G 1] 1] 6 65 64 31 0 0 0 253
Ga. Athens. .. ...... ... ... ¢ A .8 0 0 2| 115|405 | 632 529 | 431 | 141 22 0 | 2029
Atlanta. . ....... .. ... .. ¢ A 7 0 O 181122 1 417 | 648 518 | 428 | 147 | 25 0 | 2961
Augusta. .............. A .5 0 0 0 781333 | 552 445 | 350 | 90 0 0| 2397
Columbus. ....... ... . A 8 0 0 0| 871333 | 543 434 | 338 | 96 0 01 2383
Macon........... R A .2 U 0 0 71297 | 502 403 295 1 63 0 0| 2136
Rome................. .. A 9.9 n 0 24 | 161 | 474 701 577 468 | 177 4 0 | 3326
Savannah . ...... . ... A .8 0l 0 0 47 | 246 437 353 254 45 0 0| 1819
Thomasville. ...... ...... C .0 G 0 0| 25]198 | 366 305 | 208 | 33 0 0 | 1529
Hawai Lihue........ .. ... ... .A i 0 [i] 0 0 0 [ 0 0 0 0 0 0
Honolulu. ......... LA .2 0 0 0 0 1} 0 4] 0 [} 1] 0 0
Hilo..oovueieie e A N 0 0 0 0 0 0 0 0 0 0 0 ¢
Idaho Boise.................%. A 7 0 0| 132 | 415 ; 792 | 1017 854 722 | 43R 5809
Lewiston....oouu. oo .. A .0 0 01 123 | 403 | 756 | 933 815 | 694 | 426 5542
Pocatello. .......... ... A .8 ] 0] 172 ; 493 | 900 | 1166 1058 | 905 | 555 7033
IR 0771 2« Y C .9 0 0| 36164 | 513 | 791 680 | 539 | 195 3821
Chicago (’Hare) . .. ... .. A .8 0] 12117 | 381 | 807 | 1166 1086 ¢ 939 | 534 6639
Chicago (Midway).. ... . A .5 0 0] 8Y|326| 753 | 1113 1044 { 890 | 480 6155
Chicago................. C .9 0 01 86 | 279 | 705 | 1051 1000 | 868 | 480 5882
Moline. ................A .4 0 9 99| 335 | 774 | 1181 1100 | 918 | 4530 6408
Peoria.................. A .1 0 6] 87 326 | 759 | 1113 1025 | 849 | 426 6025
Rockferd............... A .8 6 9| 114 | 400 | 837 | 1221 1137 | 961 | 5i6 6830
Springfield. .. ........... A .6 0 0] 72| 291 | 696 | 1023 935 | 769 | 354 5429
Ind. Evansville. ............. A .0 4] 0| 66| 220 | 606 | 896 767 | 620 | 237 4435
Fort Wayne.............A .3 0 9 | 105 | 378 | 783 | 1135 1028 | 890 | 471 6205
Indianapolis............. A .6 0 0! 90 [ 316 | 723 | 1051 040 | 809 | 432 5699
SouthBend............ . A .6 0 6| 111 | 372 | 777 | 1125 1070 | 933 ¢ 525 6439
lows Burlington. ........... . .A .6 0 0| 93322 768 | 1135 1042 | 859 ; 426 6114
Des Moines. . ........ .. A .5 0 6| 96| 363 | 828 | 1225 1137 | 915 | 438 6588
Dubuque............... A ¥ 12 1 31 | 156 | 450 | 906 | 1287 1204 | 1026 | 546 7376
Sioux City..............A .0 0 9 | 108 | 389 | 867 | 1240 1198 | 989 ; 483 6951
Watetloo............... A .6 12 19 | 138 | 428 | 909 | 1206 1221 | 1023 ; 531 7320
Kans. Concordia._............. A .4 0 0| 57 | 276 | 705 1 1023 935 | 781 | 372 5479
DodgeCity............. A .5 0 0| 33| 251 | 666 | 939 840 | Ti9 | 354 4988
Goodland. .............. A .8 0 6§ 81| 381 | 810 ( 1073 955 | 884 | 507 6141
Topeka, ................ A i ] 0| 571|270 | 672 | 980 893 | 722 | 330 5182
Wichita. ................ A .2 0 0] 33220 618 905 |04 | 645 | 270 4620
Ky. Covington. . . ...........!4 A 4 0 O 75 (291 ! 669 ¢ 983 893 | 756 | 390 5265
Lexington............... A .8 0 01 54 (239|609 [ 902 818 | 685 | 325 4683
Louisville. .............. A .0 (] 0 54 (248 | 609 | 890 818 | 682 | 315 4660
La. Alexandria.............. A .5 0 0 0 56| 273 | 43t 361 260 | 69 1921
Baton Rouge............ A | 59.8 0 0 0 31216 369 204 | 208 | 33 1560
Lake Charles............ A | 60.5 0 0 0] 19210} 31 274 195 ( 39 1459
New Orleans. ........... A 610 0 0 0] 19 ] 192 322 258 192 39 1385
New Orleans............ C61.8 0 0 0 12 1 165 | 291 241 177 | 24 1254
Shreveport.............. A [ 56.2 0 0 O 47 207 [ 477 426 | 304 | 81 2184
Me. Cartbou................. A 1244 781115 336 | 582 (1044 | 1535 1470 | 1308 | 858 9767
Portland................ A(33.0 12| 53195 ) 807 | 1215 1182 | 1042 | 675 7511
Md. Baltimore............... A | 43.7 0 0| 48 | 264 | 585 | 56 3206 | 679§ 327 4654
Baltimore............... C|46.2 0 0] 271180 | 486 | 806 762 | 629 ! 288 4111
Frederich............... Al 420 0 0!l 66307 { 624 | 955 876 | 741 ; 384 5087
Mass. Boston. ... ............. 4 1400 0 9| 60| 316 | 503 | 983 972 | B46 : 513 5634
Nantucket.............. A1 40.2 12| 22| 93332 573 | 896 941 896 | 621 5891
Pittefield................ A 326 25| 59| 219 | 524 | 83} | 1231 1196 |} 1063 | 660 7578
Worcester. ... ........... A 847 6| 34| 147 | 450 | 774 | 1172 1123 | 998 | 612 6969
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Appendix 4B—Continued

973 1 879

s " A.vg. Yearly
tate Station Winter | July | Aug. | Sept. | Och. | Nov, | Derc. Jan. Feb. Mar. Apr. | May | June Total
Temp

Mich. Alpena................. A 297 68 | 106 | 273 | &80 | 912 | 1268 | 1404 | 1299 | 1218 | 777 | 446 | 15G | 8506
Detroit (City)........... A 137.2 0 0 87 1 360 | 738 | 1088 | 1181 | 1058 936 | 522 | 220 42 | 6232

Detroit (Wayne).........A | 37.1 0 0 96 | 353 | 738 | 1088 | 1194 | 1061 933 ; 534 | 239 57 | 6293

Detroit (Willow Run)... A | 37.2 0 0 90 | 357 { 750 | 1104 | 1190 | 1053 921 | 519 | 229 45 | 6258
Eseanaba. ... ........... C|20.6 59 87 | 243 | 539 | 924 | 1293 | 1445 | 1296 | 1203 77 | 456 | 159 | 8481
Flint................... A1 33.1 16 40 | 15% | 465 | 843 | 1212 | 1330 | 1198 | 1066 | 639 | 319 90 } 7377

Grand Rapids. .......... Al 349 9 28 1 135 | 434 | 804 | 1147 | 1259 | 1134 | 1011 | 579 | 279 75 | 6894
Lansing................. A 348 ] 22 | 138 | 431 | 813 | 1163 | 1262 | 1142 | 1011 | 579 | 273 69 | 6909
Marquette. ............. C|30.2 59 81 1 240 | 527 | 936 | 1268 | 1411 | 1268 | 1187 | 771 | 468 | 177 | 8393
Muskegon............... A 136.0 12 28 | 120 [ 400 | 762 ¢ 1088 | 1209 | 1100 995 | 594 | 310 78 | 6696

Sault Ste. Marie......... A | 27.7 96 { 105 | 279 | 580 | 951 | 1367 | 1525 | 1380 | 1277 | 810 | 477 | 201 | 9048

Minn. Duluth. ................ A123.4 711 109 | 330 : 632 11131 | 1581 | 1745 | 1518 | 1355 | 840 | 490 | 198 |10000
Minneapolis. . ........... A | 28.3 22 31 | 180 | 505 (1014 | 1454 | 1631 | 1380 | 1166 | 621 | 288 81 | 8382
Rochester............... A | 28.8 25 34 | 186 | 474 (1005 | 1438 | 1593 | 1366 | 1150 | 630 | 301 93 | 8295

Miss. Jackson................ A | 55.7 0 [t} ] 65 | 315 502 H46 414 319 87 0 0 | 2239
Meridian................A | 55.4 0 0 0 81 | 339 518 543 417 310 51 0 0 | 2289
Vicksburg............... C | 56.9 0 0 0 53 | 279 462 512 384 282 69 1] 0 2041

Mo. Columbia............... A | 423 0 0 54 | 251 | 651 967 | 1076 874 716 | 324 | 121 12 | 5046
KRansas City.............A | 43.9 0 0 39 | 220 | 612 905 | 1032 Bi8 682 | 294 | 109 0 | 4711
St.Joseph............... A | 40.3 0 ] 60 | 285 | 708 | 1U39 | 1172 949 769 | 348 | 133 15 1 5484

St. Lomis................ A|43.1 0 0 60 | 251 | 627 936 | 1026 848 764 | 312 | 121 15 | 4900

St Louis................ C | 44.8 [¢] 0 36 | 202 | 576 854 977 801 651 | 270 87 0 | 4434
Springfield. ............. A | 445 [ 0 45 | 223 | 600 877 973 751 660 | 201 | 105 6 | 4900

Mont. Billings................. A | 345 6 15| 186 | 487 | 897 | 1135 | 1206 | 1100 970 | 570 t 2856 ¢ 102 | 7049
Glasgow .. .............. Ai2.4 31 47 1 270 | 608 {1104 | 1466 | 1711 | 1439 | 1187 | 648 | 335 | 150 | 8996

Great Falls,............. Al 32.8 28 53 | 258 | 543 | 921 | 1169 | 1349 | 1154 | 1663 | 642 | 384 | 186 | 7750
Havre.................. A 7281 28 53 | 306 | 595 {1065 | 1367 | 1584 | 1364 | 1181 | 657 | 338 | 162 | 8700
Havre.................. C|20.8 19 37 | 232 | 539 |1014 | 1321 | 1528 | 1305 | 1116 | 612 | 304 | 135 | 8182
Helena................. A 131.1 31 50 | 264 | 601 |1002 | 1265 | 1438 | 1170 | 1042 | 651 | 381 |} 195 | 8129
Kalispell................ A | 31.4 50 99 | 321 | 65« (1020 | 1240 | 1401 | 1134 | 1029 | 639 } 397 | 207 | 8191

Miles City.............. Al31.2 6 6 | 174 | 502 | 072 | 1296 | 1504 | 1252 | 1067 | 579 { 276 99 | 7723
Missoula......,......... A 31.5 34 74 | 303 | 651 1035 | 1287 | 1420 | 1120 970 | 621 | 391 ¢ 219 | 8125

Neb. Grand Island............ A | 36.0 0 6 | 108 § 381 | 834 | 1172 | 1314 | 1089 98 | 462 | 211 45 | 6530
. Lincoln................. C 388 0 6 75 1301 | 726 | 10686 | 1237 | 1016 834 | 402 | 171 30 | 5864
Norfolk................. A 340 9 0 111 | 397 | 873 | 1234 | 1414 | 1179 983 | 498 | 233 48 | 6979

North Platte. ........... A | 355 0 6| 123 | 440 | 885 | 1166 | 1271 | 1039 930 | 519 | 248 57 | 6684
Omahs................. A | 356 0 12 | 105 | 357 | 828 | 1175 | 1355 | 1126 939 | 465 | 208 42 | 6612
Seottsbluff. ........... .. A 359 0 0| 138 | 459 | 876 | 1128 | 1231 | 1008 921 | 552 | 285 75 | 6673
Valentine. . ... A | 32.6 9 12 | 165 | 493 | 942 | 1237 | 1325 | 1176 | 1045 | 579 | 288 84 | 7425

i Nev. Elko................... A 34.0 9 341225 | 561 § 924 | 1197 | 1314 | 1036 011 | 621 | 409 | 192 | 7433
Ely.................... A 331 28 43 | 234 | 592 | 939 | 1184 | 1308 | 1075 977 | 672 | 456 | 225 | 7733

Las Vegas............... A 535 0 0 0 78 i 387 617 688 487 335 | i1 6 0 [ 2709
Reno................... A1 33.3 43 R7 | 204 | 400 | 801 | 1026 | 1073 823 729 [ 510 | 357 | 189 | 6332
Winnemuecea. . .......... A | 36.7 0 34 | 210 | 536 | 876 | 1091 | 1172 916 837 | 573 | 363 | 153 | 6761

N.H Coneord . . ., ... .. e A[33.0 6 50 [ 197 | 505 1 822 | 1240 | 1358 | 1184 | 1032 | 636 | 298 75 | 7383
Mt. Washington Cbsv.... 15.2 | 493 | 536 | 720 (1057 [1341 | 1742 | 1820 | 1663 | 1652 |1260 | 930 | 603 |13817

N.J Atlantic City....... ... .. Al43.2 0 0 39 1 251 | 549 880 936 848 741 | 420 ] 133 15 | 4812
Newark................. A | 428 0] 0 30 | 248 | 573 921 983 876 729 1 381 1 118 0 | 4589
Trenton................ Cl42.4 [} 0 57 | 264 | 576 924 989 885 753 | 399 | 121 12 | 4980

N. M. Albuquerque............A | 45.0 0 0| 12 (220 (642 868 | 930 [ 703 | 595 | 288 | 81 0| 4348
Cla?‘tnn ................. A 42.0 0 6 66 | 310 | 699 899 986 812 747 | 429 | 183 21 | 5158
Raton..................A | 35.1 9 28 1 126 | 431 | 825 | 1048 | 1116 904 834 | 543 | 301 63 | 6228
Roswell................. Al 47.5 0 1] 18 | 202 | 573 806 810 641 481 | 201 31 Q| 3793

Bilver City........... ... A 48.0 0 0 6 | 183 | 525 729 791 605 518 | 261 87 0| 3705

N. Y Albany.......... ... ... A 34.6 0 19 | 138 | 440 | 777 | 1194 | 1311 | 1156 992 | 564 | 239 45 | 6875
Albany. ... ..., ... . ... C37.2 0 9| 102 | 375 | 699 | 1104 } 1218 | 1072 908 | 498 1 186 30 | 6201
Binghamton.. ... .. ... ... A 339 22 65 1 201 | 471 | 8ig | 1184 | 1277 | 1154 | 1045 | 645 | 313 98 | 7285
Binghamton..... ... ..... C| 3.6 ¢ 28 | 141 | 406 | 732 | 1107 | 1190 | 1081 949 | 543 | 220 45 | G451
Buffalo................. 34.5 19 37 | 141 ! 440 | 777 | 1156 | 1256 | 1145 | 1039 | 645 | 329 78 | 7062

New York (Cent. Park). . 42 .8 0 0 30 | 233 | 540 902 486 885 760 | 408 | 118 9 1 4871

New York (La Guardia). . A | 43.1 O 0 27 | 223 | 528 887 750 | 414 | 124 6 | 4811
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Appendix 4B-Continued

. A.' g- . Yearly

State Stotion Winter | July | Avg. | Sepf. | Oct. | Nov. | Dec. lan. Feb. HMar. | Apr. | May | June Tota!
Temp

New York (Kennedy). ... A | 41.4 0 G 36 248 | 564 | 033 | 1029 935 815 1 480 | 167 12 | 5219

Rochester. ... ... ... ... A | 35.4 9 | 31| 126 | 415 | 747 | 11253 | 1234 § 1123 | 1014 | 597 | 279 48 | 6748

Schenectady............. Ci35.4 0 22 |1 123 | 422 | 756 | 1159 ; 1283 | 1131 970 | 543 | 211 30 | 6650

Syracuse. .. ............. A1 35.2 6| 28| 132 | 415 | 744 | 1153 | 1271 | 1140 | 1004 | 570 | 248 | 45 | 6756

N.C. Asaeville................C | 46.7 0 0 48 | 245 | 555 1 715 784 683 592 1 273 87 0 | 4042

Cape Hatterss........... 53.3 0 0 G| 78| 273 | 521 580 518 | 4404177 | 25 01 2612

Charlotte. ..............A | 50.4 [} 0 6] 124 | 438 | 691 691 582 481 | 156 22 0 | 3191

Greensboro............ . A | 47.5 0 0] 331192513 778 | 784 672 1 552 [ 234 | 47 0 | 3805

Raleigh. .. ............. A 1494 0 0 21 | 164 | 450 | 716 725 616 487 1 180 | 34 0 | 3303

Wilmington. ., .., e A | 54.6 0 0 0 74 | 291 521 546 462 | 357 | 96 0 0 | 2347

Winston-Salem. . .... .. A | 48 .4 0 0 21 1171 | 483 747 753 652 524 ; 207 | 37 0 | 3595

N. D Bismarck . .............. A 2.6 34 28 | 222 | 577 (1083 | 1463 | 1708 | 1442 | 1203 | 645 | 320 ! 117 | 8851

Devils Lake............. C22.4 40 53 | 273 | 642 |1191 | 1634 | 1872 ; 1579 | 1345 | 753 | 381 | 138 | 9901

Fargo......... ... .. A 24.8 28 | 37 | 219 | 574 {1107 | 1568 | 17389 | 1520 | 1262 | 690 | 332 99 | 9226

Williston. . ............ .. A b 25.2 31 43 | 261 | 601 {1122 | 1513 | 1758 | 1473 | 1262 | 681 | 357 | 141 | 9243

Ohio Akron-Canton...... ., . A [ 38.1 0 9 96 | 381 | 726 | 1070 | 1138 | 1016 871 | 489 | 202 39 | 6037

Cineinnati. .. ...........C | 45.1 0 0 39 [ 208 | 558 | 862 | 915 790 | 642 | 204 | 96 6 | 4410

Cleveland. ... ......... .A | 37.2 a9 25 | 105 | 384 | V38 | 1088 | 1159 | 1047 918 | 552 | 260 66 | 6351

Columbus. . .. . .. .. .. A | 39.7 0 6 R4 | 347 | 714 | 1039 | 1088 949 809 ¢ 426 ; 171 27 | 5660

Columbus. . ......... . _. C | 41.5 0 0 a7 | 285 | 651 977 | 1032 902 760 1 396 | 136 15 | 5211

Dayton.. ... ..... oA 398 0 5 78 1 310 | 696 | 1045 | 187 955 809 | 429 | 167 30 | 5822

Mansfield .. ... ... . ... A | 36.9 9 22 | 114 [ 397 | 768 | 1110 | 1169 : 1042 | 924 | 543 | 245 60 | 6403

Sandusky...............C | 39.1 0 6 66 | 313 | 684 | 1032 | 1107 991 868 | 495 | 198 36 | 5798

Toledo..................A | 36.4 0 16 | 117 | 406 | 792 | 1138 | 1200 { 1056 | 924 | 543 | 242 60 1 6494

Youngstown............. A [ 36.8 6 19 | 120 ; 412 ¢ 771 | 1104 | 1169 | 1047 921 | 540 | 248 60 | 6417

Okla. Cklahoma City.. .. ... .. A | 483 0 0 15 | 164 | 498 | 766 868 664 527 | 189 34 013725

Tulsa......... ... ...... A | 47.7 0 0 18 | 158 | 522 787 893 683 539 | 213 47 0 ! 3860

Ore. Astoria. ................ A | 45.6 | 146 | 130 | 210 | 375 | 561 679 753 622 636 | 480 [ 363 | 231 | 5186

Burns.................. C 359 12| 37 | 210 | 515 | 867 | 1113 | 1246 988 856 | 570 | 366 | 177 | 6057

Eugene................. A 456 34| 341120366 | 585 | 719 803 627 589 | 426 | 279 | 135 | 47286

Meacham............... A|34.2 84 | 124 7 288 ; 580 | 918 | 1091 | 1209 | 1005 | 983 | 726 { 527 | 339 | 7874

Medford. ............... A | 43.2 0 0 78 | 372 | 673 | 871 918 697 642 | 432 | 242 78 | 5008

Pendleton. ..., . . ... .. Al 4286 0 0 It 350 | 7il 884 | 1017 773 617 | 396 | 205 63 | 5127

Portland. .. ............. A | 45.6 26| 28§ 114 § 335 | 597 | 735 | 825 644 586 | 396 | 245 | 105 | 4635

Portland. .. ............. C | 47.4 12 16 751267 | 534 | 679 769 594 536 | 351 | 198 78 | 4109

Roseburg. ... ... ... ... A | 46.3 22 16 1 105 | 329 | 5687 ¢ 713 766 608 570 | 405 | 267 | 123 | 4491

Salem.................. A|45.4] 37] 31111 | 338|594 729 /22 647 G611 | 417 | 273 | 144 | 4754

Pa. Aflentown. .............. A 389 0 O 90 [ 353 | 693 | 1045 [ 1116 | 1002 849 | 471 § 167 24 | 5810

Erie.................... A | 36.8 0| 251} 102391 | 714 | 1063 | 1169 | 1081 973 | 585 | 288 60 | 8451

Harrisburg. .. ........... A | 41.2 0 0 63 | 208 | 648 | 992 | 1045 907 766 | 396 | 124 12 | 5251

Philadelphia............. A | 41.8 0 0 60 | 297 | 620 ; 965 | 1016 289 747 | 392 | 118 40 | 5144

Philadelphia............. C|44.5 0 0 30 | 205 | 513 856 | 924 823 691 | 351 93 0 | 448¢

Pittsburgh.............. Al38.4 0 91105 | 375 | 726 | 1063 | 1119 | 1002 874 | 480 ] 195 39 | 5087

Pittsburgh. .. ........... C | 42,2 0 0 60 | 261 { 615 930 | 983 885 763 | 390 | 124 12 | 5053

Reading................ C|42.4 0 0 54 | 257 | 897 | 939§ 1001 885 735 | 372 | 105 0 | 4945

Serapton................ A 37.2 0 19 [ 132 | 434 | 762 | 2104 | 1156 | 1028 | 893 | 408 | 195 33 | 6254

Williamsport . ........... A | 38.5 0 9 | 111 | 375 | 717 | 1073 | 1122 | 1002 856 | 468 | 177 24 | 5034

R. I Block Island . ........... Al 40.1 ¢ 16 | 78 [ 307 | 594 | 902 | 1020 | 955 | 877 | 612 | 344 99 | 5804

Providence.............. A 138.8 0 16 96 | 372 | 660 | 1023 | 1110 088 868 | 534 | 236 51 | 5954

S.C.. Charleston.............. A [ 56.4 0 0 0 59 | 282 471 487 389 291 54 0 0 | 2033

Charleston.............. C | 57.9 0 0 0 34| 210 | 425 443 367 273 1 42 0 0| 1794

Columbia........ ... ... A 54.0 0 0 0 84 | 345 | 877 570 470 387 81 0 0 | 2484

Florence...... ......... A M5 0 0 0 78 | 3151 552 552 459 347 | 84 u 0| 2387

Greenville-Spartenburg. . .A | 51.6 0 0 6121 | 399 | 651 660 546 446 | 132 19 0 | 2080

8. D. Huron.................. A | 28.8 9 12 | 165 | 508 1014 | 1432 | 1628 | 135 1125 | 600 | 288 87 | 8223

Rapid City.............. A 1334 22 12 | 165 | 481 | 897 | 1172 | 1333 | 1145 | 1051 | 615 | 326 | 126 | 7345

Sioux Falls.............. A 30.6 19| 25| 168 ; 462 | 972 | 1361 | 1544 | 1285 | 1082 | 573 | 270 78 | 7839

Tenn. Bristol........_......... A | 46.2 0 0 81 | 236 | 573 828 828 700 598 | 261 68 0] 4143

Chattancoga............ A [50.3 0 0 18 | 143 : 468 | 698 722 577 453 | 150 ] 25 0 | 3254

Knoxville. ... ... ... ... A|49.2 0 O 30! 171 489 725 732 613 493 [ 198 | 43 0| 3494

Memphis. .............. A | 50.5 0 0 18 | 130 | 447 | 698 729 585 456 | 147 | 22 0 | 3232
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Appendix 4B—Concluded

State Avg. Yeart
oF Stotion Wintar | July | Avg. | Sept. | Ost. | Nov. | Dec. Jon, Fab. Mar. | Apr. | May | June Tofnr
Prov. Temp

Memphis. .............. C | 51.6 0 0 12 | 102 | 396 | 648 710 568 | 434 | 129 16 0| 3015
Nashville. .............. A [ 48.9 0 0 30 | 158 | 495 | 732 778 644 512 | 189 40 0 | 3578

Oak Ridge.............. C | 47.7 0 0 39 { 192 | 531 772 778 669 552 | 228 56 0} 3817

Tex. Abilene................. A | 53.9 1] 0 0 99 | 366 | 586 542 470 | 347 | 114 Q 0| 2624
Amarillo. ............... A1 47.0 } 0 18 | 205 | 570 | 797 877 664 546 | 252 0 0 { 3985
Austin...... ... ... A §59.1 0 0 0 31 [ 225 ( 388 468 325 223 [ 51 0 0 (1711
Brownaville, . ........... A | 67.7 0 U 0 0} 66| 149} 205 | 106 74 0 0 0| 600

Corpus Christi........... A|64.6 0 0 0 0] 120 220 291 174 109 0 0 0 914
Dallas.................. A 553 0 0 0 62 | 321 524 601 440 319 { 90 6 0 | 2363
ElPaso................. A 529 0 0 0 %4 1 414 | G648 | 685 445 319 | 105 Q 0| 2700

Fort Worth............. A 551 0 0 1] 65 | 324 536 614 | 448 319 | 99 0 0 | 2405
Galveston............... A [ 62.2 0 0 0 6147 | 276 360 263 180 | 33 0 011274
Galveston............... C | 62.0 ] ¢ ¢ 0} 138 27 350 258 189 30 0 0| 1235
Houston................ A | 61.0 0 0 0 61183 3uv 384 288 192 36 0 0 | 1396
Houston..,.............. C i 682.0 0 0 0 0 | 165 288 363 258 174 | 30 0 0 1278
Laredo................. A | 66.0 0 0 0 01105 217 267 134 74 0 0 0 797

Lubbock. ............... A | 488 0 0 18 | 174 | 513 744 800 613 | 484 | 201 3 0 | 3578
Midland................ A | 53.8 0 0 0 87 | 381 592 651 488 { 322} 20 0 0| 2591

Port Arthur. .. .......... A | 60.5 0 0 0 22 ;2067 329 384 274 192 | 39 1 0 { 1447

San Angelo.............. A | 56.0 0 0 L] 68 | 318 | 536 567 412 288 | 66 (1} 0 | 2255

San Antonio............. A | 60.1 i 0 [ 311204 | 363 428 286 195 ] 38 0 0 | 1546

Vietoris. ... A 627 0 0 0 6| 150 | 270 | 344 230 152 21 ] 0| 1173
Waco., ......uiiiiinn, A | 57.2 0 0 0 43 | 270 | 456 536 389 270 | 66 0 0 | 2030

Wichita Falls............ A {53.0 0 0 0 99 | 381 632 698 518 | 378 | 120 6 0 | 2832

Utad Milford................. A | 36.5 0 0 99 | 443 | 867 | 1141 | 1252 | 988 | 822 | 519 | 279 87 | 6497
Balt Lake City........... A | 38.4 0 0 81 | 419 | 849 | 1082 | 1172 | 010 | 763 | 459 | 233 84 | 6052
Wendover............... A[39.1 0 0 48 | 372 1 822 | 1091 | 1178 902 | 720 | 408 | 177 61 } 5778

Vi. Burlington. ............. Aj20.4 28 65 | 207 | 539 | 891 | 1349 | 1513 | 1333 | 1187 | 714 | 3563 90 | 8269
Va. Cape Henry............. C | 580.0 0 0 01112360} 645 | 694 | 633 | 536 ) 246 [ 53 0| 3279
gynchburg .............. A} 46.0 0 0 51 | 223 | 540 | 822 848 731 606 | 267 78 0 | 4166

orfolk. . ............... Al 49.2 0 Q 0| 136 | 408 | 698 738 656 533 | 216 37 0| 3421
Richmond............... A | 47.3 ¢ Q0 36 | 214 | 495 | 784 815 703 546 | 219 53 0} 3385
Roanoke................ A [ 46.1 0 G 51226 | 549 825 834 72231 614 | 261 65 0| 4150

Wash. OQlympia................ A | 44.2 68 | 71198 | 422 | 636 | 753 834 | 675 645 | 4560 | 307 | 177 | 5236
Seattle-Tacoma.......... A 442 56 62| 162 | 391 | 633 | 750 828 | 678 657 | 474 | 295 | 159 | 5145
Seattle........... e C | 46.9 50 | 47 | 129 | 329 | 543 ; 657 738 599 577 {1 396 | 242 | 117 | 4424
Spokane................ A | 36.5 9| 25| 168 | 493 | 879 | 1082 | 1231 980 834 | 531 | 288 | 135 | 6655

Walla Walla............. C|43.8 0 ] 87 | 310 | 681 843 986 745 589 { 342 | 177 45 | 4805
Yakima................. Al39.1 0 12 | 144 | 450 | 828 | 1039 | 1163 868 713 | 435 | 220 | 69 | 5041

W.Va. Charleston.............. Al 448 0 0 63 [ 254 | 591 865 380 770 648 | 300 | 96 9 | 4476
Elkins. ... .............. A | 40.1 9 25| 135 [ 400 | 720 | 992 | 1008 896 791 1 444 | 198 | 48 | 5675
Huntington. ............ A | 45.0 [ 0| 63 257 | 585 856 880 764 | 636 | 204 { 99 12 | 4446
Parkersburg............. Cl43.5 G 0| 60264 16061 905 942 | 826 | 691 | 339 | 115 6 | 4754

Wise. Green Bay.............. A | 30.3 28 50 | 174 } 484 | 024 | 1333 | 1494 | 1313 | 1141 | 654 | 335 ( 99 | 8029
LaCrosse............... A | 31.5 12 19 | 153 | 437 ; 924 | 1339 { 1504 | 1277 | 1070 | 540 | 245 69 | 7589

Madison. ............... A |30.9 25 40 | 174 ] 474 ] 930 | 1330 | 1473 } 1274 ] 1113 | 618 | 310 | 102 | 7863
Milwaukee.............. Al 326 43 47 | 174 | 471 | 876 | 1252 | 1376 | 1193 | 1054 { 642 | 372 | 135 | 7635

Wyo. Casper.................. A | 33.4 6 16 [ 192 ! 524 | 942 | 1169 | 1260 | 1084 | 1020 | 657 | 381 | 120 | 7410
Cheyenne. . ............. Al 34.2 8 37 1210 | 543 |1 909 | 1085 | 1212 | 1042 | 1026 | 702 | 428 | 150 | 7381
Lander................. A[31.4 6 19 | 204 | 555 [1020 | 1269 | 1417 | 1145 | 1017 | 654 | 381 | 153 | 7870

Sheridan. ............... A | 32.5 25 31 ] 219 | 539 | 948 | 1200 | 1355 | 1154 | 1051 | 642 | 366 | 150 | 7680

221




Appendix 4C Solar Positions and Insolation Values for Various Latitudes®

N
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Table T 24 Degrees North Latitude

batE SOLAR TIME SOLAR POSITION BTUH/SR. FT., TOTAL INSOLATION ON SURFACES DATE SOLAR TIME SOLAR POSITION BTUHfSQ. FT, TOTAL INSOLATION ON SURFACES
A Pr ALT azm SOUTH FACING SURFACE ANGLE WITH HORIZ. * M AT AZM SOUTH FAG NG SURFACE ANGLE WITH HORLZ.
NomMaL  noRiZ,| 14 I 3n 54 9 NoRrpaL| nomizg I 34
21 7 5 4.4 £5.6 7l 10 17 | 25 28 Rl aus 21 & & 5.0 101.3 35 7 5 ] [ 4 2z
S L] 16.9 58.3 239 83 30 | 126 | 137 145 127 7 5 18.5 95.6 185 L] 76 69 &0 50 i
9 3 7.9 48.8 288 151 188 | 207 21 228 176 g ] 12.2 B9.7 241 158 154 46 | 130 118 i
10 2 7.2 36.1 308 204 1246 | 268 | 282 287 07 9 3 45.9 82,9 265 23 1222 | 214 | 00 181 18
11 1 43.6 19.6 37 237 283 306 | 319 324 276 10 2 53,3 73.0 78 3 75 268 | 52 230 58
12 46.0 10 320 249 296 | 319 | 332 336 232 11 1 7l.6 53.2 284 304 308 301 285 261 7l
SURFACE DAILY TOTALS 2765 1677 JigRu | 2174 | 2300 | 2380 1766 12 78.3 0.0 286 315 (%20 | 313 | 2% 27 5
Fep 2l | 7 3 93 [ 7E 158 © 4y ug 53 56 46 ___SURFACE DAILY TOTALS 2864|2408 Tuoy 316 17168 | 1058 470
B 4 2.3 0.2 262 118 135 | 145 150 151 102 sep 2l f 7 5 13.7 33.8 175 57 b0 60 58 56 26
9 3 3.y 57.6 298 187 A3 225 | M0 228 141 8 L 27.2 76.8 248 136 1u4 146 | 143 136 62
10 2 45,1 uh.2 34 4] 273 | 288 291 287 168 4 3 un.2 £7.9 278 05 218 221 217 206 93
1 1 S3.0 25.0 32 275 310 2u | 328 323 185 10 2 52.3 54.8 292 258 | 275 78 | 73 26) 116
12 58.0 0.0 324 288 33 %7 31 335 191 11 1 E].9 33.4 294 291 311 315 308 205 131
SURFACE DAILY TOYALS 3036 1998 276 | 2396 | 2446 | quzy 1476 1 86.0 0.0 301 302 323 | 327 | 321 306 136
mi 21| 7 5 13.7 83.8 194 60 &3 bt 62 59 F1j SURFACE_DAILY TOTALS 2870 ;2194 [pRup 2366 | 2327 [ 27 992
8 4 27.2 76.8 267 141 150 152 149 142 64 ocr 21 H 5 9,1 74,1 138 32 4g 45 48 50 qz
a 3 10.2 .9 9 a2 26 1 29 | 225 214 a5 g 4 2.0 66.7 au7 i1l 129 139 | 14k 145 9
n 2z 52.3 548 309 266 1285 288 283 70 120 9 3 34.1 57.1 284 180 26 | 17 | 253 23] 138
11 1 61.% 334 315 500 122 | 3| 30 305 135 10 4 b7 438 301 234 265 | 217 | 82 FIL] 165
12 66.0 0.0 317 312 354 339 333 31 14D 11 1 52.5 0.7 309 268 30 315 319 514 182
SURFACE DAILY TOTALS 3078 12270 pUIR {2u56 [ 412 | 2098 1022 1 55.5 0.0 31 279 %14 | 328 | 3R 327 188
w2l | B [ 4.7 100.6 (1] ? 5 [] [ 3 F SURFACE DAILY TOTALS 2868 [1928 2198 12314 | 2364 | 2346 14y
7 5 18.3 94,9 208 83 77 70 62 51 n nov 24 7 5 4.9 65.8 87 10 16 0 I b1 9
8 4 2.0 89.0 56 160 | 157 119 137 122 16 8 4 17.0 58.4 52 82 108 123 | 135 142 124
3 3 45.6 4.9 280 227 27 | 20 26 186 4] 9 3 28.0 4.9 282 150 186 | 205 | 217 prel 172
10 2 52.0 718 292 78 |22 | 75| 259 237 61 10 2 37,3 36.3 303 203 244 265 | 278 8% piit]
11 1 71.1 51.6 298 310 316 | 309 | 293 259 i 11 1 uig 19.7 312 36 280 302 316 320 22
1 77.6 8,0 299 321 328 ). 321 | 305 ] 280 79 12 46,2 0.0 315 267 93 315 | 328 332 278
SURFACE DALY TOTALS 3036 | 2454 458 | 2374 | 2278 2016 483 SURFACE DAILY TOTALS 2706 1610 1952 |2146 | 2768 | 2324 1730
may 21 5 3 8.0 108.4 86 22 15 10 9 g 5 DEC 21 7 5 3, 82,6 30 3 7 9 11 17 it}
7 S 1.2 103.2 203 a8 85 73 59 LU 12 8 L] 14,9 55.3 225 71 99 116 § 129 139 130
g L] 34,6 9.5 248 171 159 1 WS | 127 108 15 5 3 25.5 46.0 81 137 176 198 1 214 223 184
3 3 48.3 3.6 269 233 24§ 210 | 190 1R% 16 10 ? 34,3 3.7 304 189 234 258 1 275 283 217
10 Z 652.0 87.7 280 281 25 | 61 | 259 211 i 11 1 40,4 18.2 3y 21 270 | 285 | 12 320 236
11 1 75.5 76.9 286 240 Y 1 42.6 .0 317 32 282 J08 | 325 332 243
12 86,0 0.0 288 250 3 SURFACE DAILY TOTALS 2624 17y (1852 | 2058 | 2206 | 2786 1308
SURFACE DALLY TOTALS 3032 1800 e .
Jun 21 3 BT 0.3 1.6 97 11 7 Notes: a From ASHRAE Tronsactions: ground reflection not included
7 5 22.3 106.8 201 11 13
k] ] 35.5 102.6 242 n 16
k4 3 45,0 9.7 263 155 18
10 2 62.6 85.0 M 199 13
1 i 6.3 50.8 279 27 19
I 89.4 0.0 28] 7 |72
SURFACE DAILY ToTALS 2994 1700 200
Jue 71 E [ R.2 109.0 Bl 9 6 -
7 5 iR 103.8 195 bl 13
4 4 30,8 4.2 239 104 16
g 3 48.4 94.5 261 162 18
10 2 £2.1 9.0 72 206 2l
11 1 75.7 73.2 278 ns 12
1 86.6 0.0 280 45 36
SURFACE GAILY TOTALS 2932 1766 205
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Appendix 4C—Continued

Table II 32 Degrees Nosth Latitude

DATE SOLAR TIME SOLAR POSITION BYUW/SQ, FT, TOTAL [NSOLATION ON SURFALES DATE SOLAR TIHE I SOLAR POSITION BTUH/5Q. FT. TOTAL INSCLATION ON SURFACES
P ALT AR SOUTH FACING SURFACE ANGLE WITH MOR|7, H SOUTH_FACING SURFACE ANGLE WIYH HORLZ,
NORMAL| HORIZ {22 3 u2 52 [ 4 an Ll ALT AZH HoamaL Jwor1z.] 22 32 [H 52 90
m2a |7 51 L | &2 oo 0 0 1 lasa [6 6 | 65 | 1005 55 ¢ W | 9 7 5 & [
] Yy 12.5 56.5 203 SE w3 106 116 123 115 7 5 19.1 928 190 85 77 59 60 50 17
9 3 n.5 ug.Q 269 118 175 193 206 212 181 R Yy 1.8 8.7 20 156 | 152 144 13 116 32
10 2 30.6 13a 295 167 | 235 256 265 74 21 q 3 4,3 5.0 262 216 | 220 7?2 197 178 8%
1 L 36a 17.5 36 1‘33 g;; ggg ;g‘f ;%i §;§ 10 7 | 56l 61,3 e |62 | 22 264 9 | 226 q1
38.0 0.0 310 | 209 ] 1 1 56.0 .4 287 29 | 05 293 28 | 257 107
SURFACE DAILY TOTALS 2458 11286 |1B34 2008 718 | ERe [ TR 70.3 0.0 284 302 | 7 309 297 | 768 u3_
FeB 21 7 5 71 3.5 121 2 | M 37 | 42 38 SURFACE DAILY TOTALS i302 _[7352 2388 | 22% 21 | 19% 736
& & 100 | Eu w7 bl 1% a0 |14l 108 | S 7 5 1 127 | 819 63 5T | 56 55 %1 5 30
9 3 .9 53.4 288 161 { 206 27 2227 | 20 158 8 y 251 7%.0 40 w4 | 1o 141 138t 11 75
10 2 39.1 39.4 308 212§ 768 278 283 | 79 193 g 3 16.8 52.1 272 188 | 213 215 211 | 200 114
11 1 45,8 2i.4 315 W | 3 07 21 315 214 10 2 47,1 47.5 287 217 770 73 268 | 255 145
12 48.0 2.0 217 nE | 316 330 335 | 328 322 11 1 55.0 26.8 204 268 | 06 309 305 | 25 164
SURFACE DAILY TOTALS 2872 11734 12188 2300 2345 [ 2322 § 184t 58.0 0.0 295 78 | ns 321 335 | 300 171
R 21 7 51 127 81.8 185 st 60 &0 591 56 32 SURFACE DAILY TOTALS 7805|7014 | 2g88 | 2308 2764 | 2154 | 176
B 6| |1 | 730 0 |19 |16 | w7 146 | 1 ol v T S e ] w1 T ) T 3% 55
9 3 36.8 £2.1 280 184 | 222 22 220 | 208 jit] 2 4 18.7 4.0 229 90 | 170 173 133 i34 104
10 2 u7.3 7.5 304 245 | 280 283 278 | 265 150 g 3 29,5 53.0 25 155 | 198 208 a3 | 2z 153
11 1 55.0 6.8 3 ar | 37 321 315 | 300 170 10 2 38.7 9.1 793 ey | 257 %69 s | o 188
58,0 0.0 S13 | 287 | 329 333 327 | 312 177 1 1 sl 2.1 I ] 307 311 | 306 209
SURFACE DATLY TOTALS 3012 (2084 [7378 2403 2358 | 2246 1276 4.5 0.0 0y 27 | 308 120 124 | 318 217
apR 21 5 5 5.1 99.9 65 14 9 b 5 5 3 SURFACE DAILY TOTALS 2696 {1654 | Z2100 2208 2352 | 2232 1538
7 5 188 92.2 206 86 78 71 62 51 10 | Wov 2l El 5 1.5 55,4 9 ] ] 0 1 1 1
g 5 3.5 &4.0 255 158 | 156 1ug 136 | 120 3 ] 4 12.7 56,6 19 55 9] 104 113 118 111
9 3 43,8 Tu.2 278 220 | 225 217 203 | 183 .68 g Ee 2.6 6.1 53 118 173 130 02 | 208 176
1o z [ .7 60.3 90 | 267 | 278 e 25 | 2 5 10 7 | 308 1.2 289 | 166 | 233 752 65 | 270 v
i L L 25297 4313 | M6 290 | 265 1 112 1 T ¥ 17.6 3or {19 a0 | 291 3 | sr | 2
69.8 0.0 297 3w 1355 318 301 3 276 118 8.2 6.0 304 (2w | 304 316 | 320 29
SURFACE DAILY TOTALS 3075 12300 [2aui | 2356 2206 | 1354 784 SUREACE DAILY TOFALS 2406 1780 {1815 | 1980 2084 | 2130 | 1742
nav 21 [ 6 [ 10.4 1 107.2 19 B 1 2 i3 3112 7 hec 21 8 u | 103 3.8 175 4] | 77 90 101 | 108 107
7 5 2.8 | 100.1 il 107 | 88 75 50§ 4 13 g 3| 19.8 43.6 257 |10z | 161 180 195 | 204 183
8 [ 35.4 92,9 250 175 15% 145 127 105 15 0 2 27.6 31.2 238 150 221 244 759 267 228
9 3| wl g7 %9 | 13 2% 29 188 | 163 B 1l X 16.4 3 a0 |oss | o 98 | 305 51
10 2 60.6 73,3 280 277 73 259 237 208 36 3.6 0.0 0y 190 271 295 311 318 259
11 1 7.0 5L.9 85 305 | 305 290 248 | 2% 72 SURFACE DAILY TOTALS 2%8 (1136 1704 1838 016 | 2086 1794
78.0 0.0 286 315 315 301 278 2u? 77
SURFACE DAILY TOTALS 3112 2582 [2uSy 2284 2064 | 1738 ]
Jun 21 [ & 12.2 0.2 131 45 26 16 15 i 9
7 5 4.5 103.4 e 115 a1 76 5 41 14
] L] 36.9 96,8 245 180 | 159 143 122 99 16
9 3 49,6 83.4 264 2% 221 204 181 193 9
10 2 62,2 79.7 74 79 | 268 251 27 197 ]
11 1 m.? 60.9 79 306 | 259 82 57 24 56
12 81,6 0.0 280 315 | 309 307 267 1 734 6C
SURFACE DAILY TOTALS 3089 2634 }2436 2234 1990 ; 1690 37
JuL 21 B [ .7 107,7 13 37 24 14 13 12 8
7 5 3.1 1906 08 107 87 75 B0 4 14
] Y 35.7 3.6 241 74 | 158 143 125 | 104 16
9 3 484 85.5 261 231 | 220 205 185 { 159 31
in 2 60.9 743 271 w4 | 9 254 232 § 204 54
i1 1 72.4 53.3 77 302 | 300 285 262 | 232 69
12 78.6 0.0 79 311 § 30 296 275 § 2 75
SURFACE DAILY FOTALS. 3012 [as58 |2u22 2250 2030} 1754 458




Appendix 4C—Confinued
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Table Il 40 Degrees North Latitude

PATE SOLAR TIME SOLAR POSITION BTUH/SO. FT. TOTAL [NSOLATION 0 SURFACES DATE SOLAR TIHE SOLAR POS[TILON BIUH/SH. FT. TOTAL I[HSOLATION ON SURFACES
AN 3 ALT AZM SOUTH FACING SURFACE ANGLE WITH PORIZ. - AM [ AT AZH SOUTH FACIHG SURFACE ANGLE WiTH RORIZ.
noRear| woriz ]300 [ a0 ] S0 ] EO_ - nosmaL| woaizy 30 [ S0
a2l 8 4 8.1 5.3 142 28 [ 7 81 85 aue 21} 6 3 7.9 9.5 R 12 9 3 7 S
9 3 16.8 44,0 Fa 83 |15 | 1N 182 187 7 5 19.3 90.0 191 87 76 69 50 43 12
10 2 3.8 30.9 #h 127|218 | b 254 8 4 0.7 79.9 237 150 | 150 | 141 129 13 50
i1 1 28,6 16.0 284 50 | 257 | a7 20 9% 9 3 41,8 7.9 260 ws | 26 | 207 193 173 8%
1 30.0 0.0 294 leu | 270 | 291 303 6 0] 2 51,7 52,1 i U6 | 267 | 259 244 22l 120
SURFACE DAILY TOTALS 2187 | o4 (1660 | IR10 | 1906 3 194% 1 1 59.3 9.7 278 273 | 300 | 292 276 52 140
fea 21| 7 5 .8 72.7 89 1n 1 2 % 24 ~ e 1 623 0.0 280 | 282 [ 311 | 303 | 287 262 7
8 4 15.4 62.2 224 73 |14 | 127 126 127 SUREACE DAILY TOTALS 2916|2204 12354 12758 | 2i04 | 1894 975
9 3 25.0 50.2 274 132 196 | 208 09 208 sep 21| 7 H 1.4 80.2 119 47 51 51 ug 47 32
in z 32.8 35,8 795 178 756 bt 271 w7 A L] 72,5 230 10% 133 134 131 124 B
1 1 38,1 18.9 305 206|293 | 306 310 304 9 3 32.8 263 167 {206 | 208 703 193 132
1 40,0 o0 | 308 216 ;306 | 319 323 317 10 : 41.6 780 211 | 262 | 5 260 u7 168
SURFACE DALY Totats 2640 11414 2060 | 2162 | 2202 | 2176 11 1 477 287 239 | 298 | 3m 25 28} 192
mp 2l 7 5 11.4 80,7 71 L] 55 55 54 51 o S N f o280 | w8 |30 | 313 307 292 200
8 40 25 69.6 250 14 | 140 | 14l 138 131 o _ _SURFACE DAILY ¥ 7708 [i78R_ (7210 | @728 | 2187 | 207% 416
9 3 32.8 57.3 282 173 218 | 217 213 207 138 acr 21| 7 5 4.5 ug 7 14 15 17 17 1F
1e z a1.8 1.9 297 A8 A3 | % 7 258 178 ] 4 15.0 204 g8 | 106 | 113 137 ilB 100
il 1 47.7 22,6 305 wu7 310 13 307 293 20 g z 24,5 257 126 | 185 185 200 ige Ll
12 ~] s0.0 0.0 307 57 __ |3 336 | 320 305 208 13 ? 3.4 280 17n | 248 257 261 257 203
SURFACE DAILY TOTALS 2916 1852 [2308 [ 2330 : 2284 EICL I 148L 11 1 7.6 791 199 t 78% | 295 299 294 7
arR 213 B 6 7.4 9.9 23 20 11 L 7 7 b i¥] 39.5 .0 7 208 4295 | 308 | 512 306 238
7 5 8.8 89,5 206 a7 77 n £l 50 iz SURFACE DAILY TOTALS 26050 {1348 11967 ;060 | 2008 | 2074 R4
§ L] 30.3 79.3. ays 152 153 ] 145 133 117 5% nev 21| 8 [ 8.2 55.4 1% 28 8% 72 78 82 8]
9 3 41.3 67,2 274 07 221 1 718 1a9 178 93 g 3 17,0 a1 732 8z | 152 | 187 178 182 i67
10 K 51.2 51.4 286 /0| 275 | 267 252 224 126 10 2 24.0 31.0 268 176 [ 215 | 23 5 249 219
11 1 58.7 2.2 292 77 {308 | 30 285 260 147 1 1 0.0 16.1 283 155 | 2%4 | 273 285 788 248
17 £1.6 0.0 293 287 320 [ 313 796 7 154 i2 30.2 0.0 288 163 | 267 | 287 298 301 258
SUSFACE DAJLY TOTALS 3007 {2274 [p4)7 + 7330 | 2168 | 1956 1622 SURFACE DATLY TOTALS 2178 | G2 163 (1778 | 1870 | 1908 168E
way 211 5 7 1.9 1.7 1 b 0 [ [ 0 [ DEC 3 g 5.5 5o |TURTTTI TR W i Si 56
F 6 12.7 105.F 1uy ug 25 15 i 13 & 9 3 14.0 41.9 17 65 | 135 | 152 164 171 163
7 5 .0 9.8 216 21 29 7% 60 il 13 10 2 27 29.4 61 7 | 700 221 235 242 221
3 4 35.4 87.2 250 175 | 158 | 1ub 125 104 75 1 1 5.0 15.2 780 3u | 739 | 282 276 283 252
9 3 [1:%:] 76.0 67 27 |7 | 206 186 160 60 12 26.6 u.? 285 W3 L 953§ 7S 290 296 2E3
10 2 57.5 60.9 kil 67 |0 | K5 233 205 2a SURFACE DAILY TOTALS 1978 782 j1luRn | 134 | 1740 | 1796 1RtF
11 1 66.2 7.1 2483 253 |30 | 287 264 234 108
12 70,0 1] 284 300 312 | 287 274 243 114
SURFACE DAILY TOTOLS 3160 |2552 |2yt | 2264 | 2040 | IFEQ 7
Jn 21| 5 7 L2 1173 7] ] E] 3 z F 1
& ] 14,8 108.4 155 60 30 18 17 16 10
7 5 2.0 99,7 216 123 92 7 59 u1 14
8 4 374 an.7 26 182 159 | 142 121 97 16
9 3 U8.8 80.2 263 3 19| 2m 179 151 47
10 2 59.8 65.8 72 7 | 26 | 248 220 194 74
11 1 69.2 41.9 2;? LU 253 721 o
2 3.5 0.0 279 3ou [306 | 789 263 230 88
SURFACE DAILY TOTALS Tign  |26uB  [u3e | 2224 | 1979 | 1670 RIN
w21 5 7] o2 115.2 l 2 0 0 i 0 [i 0
B [ 13.1 106.1 138 st 26 17 15 14 g B
? 5 4,3 97.2 208 114 89 75 3] us 14 Y
8 4 35.8 87.8 24} iy 197 | w2 124 102 2 A\
g 3 47.2 76,7 59 225 | z18 | 203 182 157 58 4
10 2 57.9 61.7 269 265 | 766 | 251 229 200 86 \
u 1_| 667 37,9 273 290 [296 | 281 258 gg ig'{
12 70,6 00 ) %6 298 | 258 |
SURFACE DAILY TOTALS 5062 1728 70z
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Appendix 4C—Continued

Table IV 48 Degrees North Latitude

IATE SOLAR TIME SCLAR #OSITION BIUH/SQ. FT, TOTAL INSOLATIOM ON SURFACES DATE SOLAR TIME SOLAR POSITION BTUM/SG, FT, TOTAL INSOLATION ON SURFAGES
an PR AT ATM SOUTH FACING SURFACE ANGLE WITH HOR12 a1 em AT T am SOUTH _FACING SURFACE ANGLE WITH HORIZ,
wokvacl woriz[38 | 4R 3 68 0 i wormaL] mosiz [ 3§ | 03 | 58 90
AR R 4 3.5 S4.6 37 [ 17 19 Hi a7 2 ave 21 ] 6 ] 9.1 9.3 99 23 L] 10 9 B [
9 3 11,0 42.6 185 46 120 | 132 140 145 139 7 g 19.1 4.2 130 85 75 67 58 w7 20
10 2 16,9 9.4 239 83 199 | 206 216 220 206 3 [ 24.0 5.4 32 141 145 137 125 109 85
11 1 0.7 %0 261 107 231 9 260 263 43 9 3 384 61.8 254 189 1210 201 187 168 110
12 22,0 n,n 267 115 pL 264 275 278 255 10 2 46,4 LN 266 225 260 252 237 214 148
SURFACE DALLY 107ALS 1710 596 11360 | 1478 | 1550 | 1578 1478 1 i 52,2 2u.3 272 248|293 28 268 24 166
Fep Zl| 7 5 Z. . 12 1 3 [ ] ] 4 T2 T se3 0.0 274 256 | 304 296 27¢ 255 177
8 L] 11.6 60.5 188 ug 95 102 105 106 96 SURFACE DAILY TATALS 2898 [208h 17300 [ 7200 | 7006 | 1836 1208
9 3 19.7 u7.7 251 100 178 187 191 190 167 ser 21 | 7 5 1.0 7R.7 111 35 44 [ 43 (1] 31
10 ? 26.2 55.3 278 139 |24 | 251 255 51 21 ] 4 19.5 55§ 215 92 124 124 121 11% %
11 )} 30.5 12.2 290 165 278 1 290 294 248 247 9 3 28.2 534 251 uz 196 197 193 183 143
12 32.0 0.0 293 3 291 304 307 301 258 10 2 35.4 37.8 89 181 251 254 248 236 185
SURFACE DAILY TOTALS 7950|1080 [13B0 | 12 | ok | 198 7 |1 ] w3 19,8 278 | 205 | 287 | 289 | 24 | 769 27
waR 211 7 B 0.0 | 787 153 R 07 5 bE] | 12 1 s20 0,0 80 | a3 [299 | 302 | 26 | 281 221
1‘ R 4 19.5 66.8 23 96 13 132 129 122 9% SURFACE DAILY TOTALS 2568 1522 Ri02 | 2138 | 2070 | 1986 1545
I3 3 28.7 53.4 270 147 5 | 207 203 193 152 ey 2| 7 5 2.0 71.9 4 1] 1 1 1 1 1
1o 2 35.4 37.8 287 187 | 763 | 768 261 248 195 g 4 11.2 607 165 4y 36 91 95 95 87
11 1 40.3 19.8 295 212 00 | 303 297 283 223 9 3 19.3 474 233 G 167 176 180 178 157
12 42.0 0.0 298 0 312 | 35 s 294 232 10 2z 5.7 33.1 26¢ 133 228 39 42 239 07
SURFACE DAILY TOTAIS 2780 11578 12208 | 7728 | 2182 | 2074 1E32 11 1 30.0 17.3 74 157 286 [ 277 281 76 237
apr 21| B € 1 8.6 ¢7.8 103 27 I3 9 ] 7 5 12 31.5 0.0 278 166 279 | 291 294 288 a7
7 5 18,6 86,7 205 85 78 £9 5% 8 2l SURFACE DAILY TOTALS 2154 1027|1774 | 1860 | 1890 | 1866 675
] 4 28.5 74.9 u7 142 19 | 11 129 113 6% nov 21| 8 4 3.6 54,7 36 5 17 19 21 22 22
9 3 3r.8 512 68 191 216 | 208 194 174 115 9 3 11.2 2.7 179 46 17 129 137 141 135
3] 2 45.8 LR 280 228 | 268 | 260 6% 223 152 10 2 17.1 9.5 32 43 186 | 202 212 215 201
11 1 51.5 4.0 286 252 301 20 278 254 177 11 1 26.9 15.1 755 17 227 245 %5 258 238
i2 53.6 0.0 288 260 [ 313 | 305 289 264 185 12 2.2 0.0 761 115 241 259 270 272 250
SURFACE DAILY TOTALS 3076|2106 [2358 | 2266 | 2114 1902 1262 SURFACE DAILY TOTALS 668 w06 [i3%6 | 1448 | 1513 | I54L 1047
Hav 21| S5 7 5.2 114.3 41 9 1 ] 4 3 2 pec 21| 9 3 8.0 40.9 140 Fij a7 ] 195 10 108
6 6 .7 103.7 162 £l 27 16 15 13 10 10 2 13.6 28.2 214 63 164 | 180 192 197 190
7 5 24,6 9.0 219 118 89 75 60 43 13 |11 I+ 173 .4 202 L 207 26 % 2044 231
8 y 5.7 31.6 248 171 156 142 12 101 45 12 18,6 8.0 250 el 222 25) 254 260 244
9 31 a3 8.3 1 u7 |27 | 02 | 182§ 1% 85 SURFACE paiLv tofacs  14ab | 46 [11% | 1250 | 1326 | 1364 1304
10 2 53.0 51.3 L] 252 {265 | 251 229 20C 120
11 1 59.5 28.6 779 kL 296 | 281 258 228 4]
12 62.0 0.0 780 281 306 292 | 269 238 149
SURFACE DAILY TOTALS 376y |2uB2  uld 1203 | o29i0 | 1738 ELH
Jun 21] S 7 7.9 116.5 ki il [] 9 [ 7 5
5 & 17,2 106.2 172 74 33 19 18 16 12
7 5 7.0 95.8 20 129 93 77 59 39 15
g L] 7.1 84,6 246 181 157 | 140 118 5 3%
g 3 u6.9 71.6 261 225 1216 | 198 175 w7 74
10 2 55.8 54.8 269 255 1262 | 244 220 189 105
L 1 62.7 31.2 7y 280 1290 | 273 208 215 126
12 55.5 0.0 275_ | 267 301 | 283 258 235 133
REACE DALLY TOTALS 3312 12626 2420 | 2204 155G 1644 874
o 215 7 5.7 14,7 43 10 5 5 Ty 4 3
] & 15.2 104.1 156 62 L 18 16 15 i1
7 5 5.1 9.5 21 118 89 s 59 42 14
8 4 35.1 82.1 240 171 154 | 140 121 99 43
9 3 44.8 £2.2 256 215 2. by 178 153 83
10 2 53.5 5i.9 266 250 26] 246 224 i85 116
1l 1 60.1 29.0 7 7 291 278 253 223 137
12 62.6 0.0 72 279 | 301 | 285 263 232 164
SURFACE DAILY TOTALS 3158 2474 [2386 | 2200 | 1974 [ 1694 956
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Appendix 4C—~Continued

Table V 56 Degrees Notth Latitude

DATE SOLAR TIME SOLAR POSITION BTUR/S, FT, TAL INSQLATION ON SURFACES DATE SOLAR TIME SOLAR POSITION BYUH/5Q. FT. TOTAL INSGLATION ON SURFACES
an PN | ALT AzH SOUTH FACING SURFACE ANGLE WITH WOPLZ. aH Pe | AT ] SOUTH FACING SURFAGE ANGLE WiTH WORIZ
woRmaL] HoRiz.| 46 56 e 75 NorMAL| woR1Z,| 46 6 —
o 21 9 3 5.0 ul.§ 78 11 50 55 59 50 [l as 2l |5 7 7.0 109.2 1 [} 0 0 0 0 [}
16 H 9.9 28,5 1 9 135 ug 154 156 153 6 6 10,2 9.0 112 3t 16 11 10 g 7
1l 1 12.9 14.5 207 58 183 197 206 208 201 7 5 18.5 8.5 187 82 73 65 56 45 28
12 14.0 L0 217 63 19 24 1 222 225 it g b 26,7 .3 225 128 140 131 119 164 78
SURFACE DAILY TOTALS 1126 782 95y iie | 1058 | To7d 10Ul 9 3 3,3 56.7 746 168 20 193 174 150 126
res2l | 8T N 7.8 59.4 129 75 6% 69 ] 12 ] 10 7 40,5 4.0 258 199 251 42 b 206 166
9 2 14.2 45,9 214 65 151 159 162 161 151 11 1 s, 0.9 264 218 282 2L} 258 25 191
10 2 | 194 5 250 % | 2s 25 | 228 | o 208 12 46.3 0.0 266 | 225 | 295 285 | 769 | 2u5 200
1 1 2.8 16.1 266 119 254 265 268 263 203 . SUAFACE DAILY TOTALS 2850 1884 2218 2118 1968 1760 1342
12 24,0 0.0 270 | 126 | 268 279 | 282 | 206 755 ser 2l |7 5 8.3 75 107 5 % T K 57 1]
SURFACE DAILY TOTALS 1986 7up | 1640 1716 [ 1742 | 1716 1548 g 4 18.2 6414 194 72 111 111 108 102 LE
we |7 g : 7738 128 i W 0 39 37 7 9 3ol 50,3 53 | 14 | 18] 182 | w8 | 168 w7
8 y 16.2 544 215 75 119 120 117 111 FH 10 2 29.0 34,9 %3 146 236 237 252 121 193
9 3 3.3 50.3 253 118 192 183 189 180 156 11 1 .7 17.9 283 166 271 "3 267 254 23
10 H 29.0 34.9 272 15t 249 251 246 Fail 205 12 3.0 0.0 266 173 283 285 279 265 233
11 1 2.7 17.9 282 17z 285 288 282 268 236 SURFACE DAILY TOTALS 2368|1220 [1550 1962|1918 | i8¢ 1594
17 34.0 0.0 284 173 297 300 2% 280 246 oc1 21 g [ 7.1 59.1 10% 20 53 7 5% 59 57
SURFACE DAILY TOTALS 2586 11768 | 2086 2084 | 2040 | 1938 1700 9 3 13.8 .7 193 =] 128 145 148 187 134
4R 21 5 7 1.4 i08.8 [ [} [1] [} 0 [i] 0 10 2 15.0 % 231 92 201 210 213 210 1%
] -3 9.5 96.5 122 32 )t ] ) 7 B 11 1 22,3 16.0 248 112 240 250 753 28 230
7 5 18.0 84.1 201 81 L] 66 57 46 k] 12 25,5 6.0 %3 119 253 283 266 261 2ul
8 4 6.1 70,9 238 129 143 135 23 108 82 SURFACE DAILY TGTALS 1806 638 {1516 1586 | 1617 | 1588 1480
9 3 33.6 $6.3 260 169 208 200 186 167 133 woy 21 ] 3 5.2 4.9 76 12 (] 54 57 58 58
10 2 4, 8.7 72 201 259 251 236 214 174 10 2 10.0 8.5 185 9 132 13 148 15 148
11 1 ug.1 20.7 7R 220 292 284 268 245 200 11 1 13.1 14.5 2m 8 179 193 20! 03 196
1. 5.6 0.0 280 27 303 295 29 | 255 209 12 14.2 0.0 211 65 104 209 217 219 21
SURFACE DAILY TOTALS 3024 |IRSz ;72282 2186 | 7038 | 1830 1458 SURFACE DAILY TUTALS 1084 284 14 886 | JG32_ | 1046 1016
may Z1 ] 8 1.2 125.5 [] 1] [ [i 0 [ 1] nec 21 9 3 1.9 40,5 5 1 3 4 [] 4 4
5 7 8,5 113.4 93 5 13 E 8 7 3 10 2 6.6 7.5 113 19 B& 95 il 104 103
& & 16.5 101.5 175 71 28 17 15 13 13 11 1 9.5 13.9 166 37 14l 154 183 167 164
7 S 4.8 39,3 219 119 88 74 58 41 16 iz i0.6 0.0 180 43 159 173 182 186 182
y 33.1 76.3 Zhy 163 153 138 119 o8 63 SURFACE DAILY TOTALS 748 156 620 678 71E 734 772
] 3 40.9 Bl.6 259 20 212 197 176 151 109
10 2 47.6 44,2 268 2% 259 20k 222 194 146
1 1 52,3 3.4 a3 249 288 27 251 222 170
12 54.0 0.0 75 255 295 284 261 231 178
SURFACE DALY TOTALS 3340 1737 837 2188 | 1962 | 1682 1218
Jun 21 [] [] 4.2 127.2 21 [] 3 z F] 2 1
5 7 11.4 15,3 122 40 14 13 1 10 8
] [ 19.3 103.6 185 86 34 19 17 15 12
7 5 7.6 al.7 222 132 9% 7% 57 38 15
3 [ 35,9 78.8 23 175 154 137 116 92 55
9 3 43,8 64,1 257 212 2il 193 170 143 98
10 ? 50.7 46,4 265 20 255 238 214 184 133
I 1 55.6 24,9 269 258 284 267 242 210 156
12 57.5 0.0 71 264 234 26 2] 219 164
1 synFacg palLy TOTALS 338 12562 12388 2166 | 191 1606 §_ 1126
aue 21 4 8 L7 125.8 0 a 0 ] Q ] Q
5 7 9.0 uz7 a1 27 1u 10 9 B §
[ & 7.0 101.9 169 72 30 18 15 )L} 12
7 5 25.3 8.7 212 119 88 L] 58 41 15
] 4 33,6 76,7 37 163 151 136 m 9% 61
9 3 41.4 £2.0 252 201 208 193 173 W7 106
10 2 48,2 44,6 261 230 254 219 ar 189 2
i 1 52.9 3.7 265 248 263 268 | 25 216 165
12 S4.6 0.0 267 254 293 278 255 | @5 173
SURFACE DAILY TOTALS 40 [2372 | 23k2 2152 [ 1926 | 1646 1188
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Appendix 4C—Concluded

Table VI §4 Degrees North Latitude

DATE SOLAR T14E SOLAR POSTTION BTURASD. FT. TOTAL INSOLATION ON SURFACES DATE SOLAR TInE SOLAR POSTTION BTUH/SH, FT, TOTAL INSULATION ON SURFACES
AT P TS STV S0UTH EAC |G SURFACE ANGLE WITH MORLZ. [an T em ALT Az SOUTH FACING SURFACE ANGLE WITH HORIZ,
HormaL | woRiz.| S 84 | 74 By a0 nosmac | HORIZ.| 34 4 4 84
s 2l | 10 2 2.8 1 8l 22 2 17 19 20 4 00 sl 4 8 6.4 125.3 53 13 [ 5 5 [] 4
11 1 5.2 | 14,1 Bl 12 72 77 8 8l 8l ) 7 12,1 112.4 128 a4 14 3 11 10 9
12 6.0 0.0 100 16 9l |..e | 12 | 13 1m 6 6§18 . 178 81 30 7 15 13 12
SURFACE DAILY TOTALS e 45 268 290 302, 306 364 7 5 5.0 26.0 21 118 85 72 56 38 8
Fep 21 8 4 3.4 58.7 | 3 L] 17 19 11 19 19 ) 4 3l 71.8 231 152 146 131 113 91 77
9 3 £.6 5.8 | 147 31 103 108 111 110 w7 9 3 7.3 56.3 5 182 201 186 166 14] 12y
10 2 12.6 3.3 1% 55 170 178 181 178 173 10 2 42,7 39.2 253 04 245 230 208 181 162
T I S AN LN | 15.3 | 72 71 212 220 23 219 213 11 ) 45, 0.2 257 218 273 258 36 207 187
12 160 ¢ 0.0 28 |1 295 235 237 232 226 12 46,6 0.0 254 223 282 287 45 215 195
SURFACE DAILY TOTALS 1432 400 1230 1286 | 1302 | 1282 1252 SURFACE DAIg¥ TOTALS 3372 |22uB 2280 2000 | 1864 | 1588 1400
mr2l | 7 H 55 | 765 [3 13 30 29 29 27 25 1 a2l | 5 7 4.6 108.8 79 6 3 3 2 2 2
8 4 W7 U 686 185 54 101 162 9% 9y 39 & 3 11.0 95.5 123 39 is 1 10 8 7
2 3 18.1 48.1 227 87 171 17z 168 160 153 7 S 17.6 1.5 181 77 69 3 52 42 35
10 2 2.3 3z.7 249 112 7 229 224 213 203 H 4 3.9 7.8 24 113 132 173 112 9 87
1 1 5.1 16.6 760 129 262 265 259 6 235 9 3 29,6 52.6 B4 144 150 182 1E9 150 138
12 6.0 0.0 763 134 274 w7 271 258 246 10 2 L 36.2 246 168 37 29 15 154 179
—_ SURFACE DAILY TOTALS 2756 932|185 1670 | 1830 | 1736 1656 11 1 3.2 18.5 252 183 68 260 244 222 205
arR 21 5 7 4.0 108.5 7 5 z 2 2 1 3 17 38,3 0.0 254 | 188 278 270 255 32 215
B 6 16.4 85,1 133 57 15 9 3 7 & SURFACE DAILY TOTALS 2808 1648 2108 1008 1860 1662 1522
7 5 110 8L.6 1% 76 7 63 54 u3 3 | see 2l | 7 5 6.5 76.5 77 16 25 25 H] 23 21
8 4 3.3 67.5 228 112 138 128 116 102 91 8 4 12.7 72.6 163 51 92 92 90 85 8l
g 3 9.0 52.3 248 1k 197 188 17¢ 158 145 q 3 18.1 ug.1 206 a3 159 159 156 147 1kl
10 2 33.5 35.0 260 169 245 39 il 203 188 1o 2 2.3 2.7 229 108 212 713 09 198 189
| 11 1 36.5 18,4 266 184 278 270 255 233 216 il 1 5.1 16.6 240 124 246 48 FLH 230 220
2 196 0,0 268 1190 | 289 | 28] | 266 | 243 225 12 6.0 0.0 244 129 | 258 260 | 75w | aul 230
SURFACE DAILY TOTALS 2082 1644 Z16 2082 1936 17%h 1594 URFACE DALY TOTALS 2074 892 1726 1736 1696 1608 537
way 21 4 8 5.8 125.1 51 1 S 4 4 3 3 oct 21 ] L 3.0 58.5 17 H 9 3 10 10 10
5 7 11.6 112.1 132 4z 3 u 10 9 [ k] 3 8.1 uf4.5 122 26 86 a1 93 92 90
6 6 17.9 99,1 185 79 29 ib 14 1z il 10 2z 12.1 30.2 176 50 152 154 161 19 155
7 5 | %5 85.7 a8 |17 86 72 56 59 28 i 1| 145 15.2 20 65 1 193 200 | 203 | 20 295
8 41309 715 235 152 | 18 133 1 115 94 80 12 15.5 0.0 208 n_| 20 25 ;a7 | 23 28
9 3 3.8 6.1 252 182 204 180 70 15 128 SURFACE DAILY TOTALS 1238 158 11088 1136 ] 1152 | 1134 1106
10 2 41.6 33.9 261 205 29 235 213 186 167 wov 2t | 10 2 3.0 28.1 3] 3 18 20 21 2 z1
11 1 44.9 .1 265 218 278 264 242 213 193 1 | 1 5.4 14.2 79 12 70 78 79 30 79
12 46.0 0.0 267 22 248 7 251 222 201 12 6.2 0.0 5 17 89 9% 168 18 100
SURFACE DAILY TOTALS w70 12236 | 2312 2124 | 1898 1524 1436 SURFACE JAILY TOTALS A 4§ 268 286 258 302 300
Juw 21 3 9 4.2 139.4 2 L] 2 2 2 2 1 pec 2t | 11 1 1.8 13.7 4 0 3 ] 0 4 ]
L] 8 8.0 16,4 93 27 10 9 8 7 3 12 2.6 ! 0.0 6 2 14 15 16 7 17
5 7 14.7 115,68 154 60 16 15 13 11 10 SURFACE DAILY TOTALS 24 H 20 27 F1 24 24
& 6 2.0 100.8 199 9% 34 19 7 14 13
7 5 7.5 8.5 221 132 9 h 55 36 3
8 L] 34.0 75,3 239 166 150 133 112 28 73
9 3 19.9 57.8 251 195 204 187 164 137 119
13 2 4.5 40.4 58 217 247 230 206 177 157
i1 1 48.3 0.9 262 a1 5 258 233 202 181
12 49.5 0.0 263 235 284 267 242 211 189
SURFACE DAILY TOTALS 3650 [2ua8 {2342 2118 | 1862 | 1558 1336




Appendix 4D Design Values of Various Building and Insulation Materials®

Table I Conductivities (k). Conductances (C). and Resistances (R) of Various Consiruction Materials

Resistance {R)

! ‘ b .
! Density | Maaon Conduc- | Conduct- ! —_—— | s::‘:fc
Malterial Dreseription . (lb per | Temp tivity ance f Per inch | For !hu-k- Bhu 'r
CuFt) F Tk} (C) ¢ thickness ‘nesslr:led' UbHFT;o )
| ; Puk /o ¢
BUILDING BOARD | Asbestos-cement board. .. ... .. ... .. 120 75 4.0 — | 0.8 —_
Boarps, PANELS, Asbestos-cement board. ... ... .. % in. 120 75 — 3.0 0 — 0.083
SUSFLOCRING, Asbestos-cement board. . . ... fin. | 120 75 — 11650 | — .07
SHEATHING, Gypsum or plaster board . . ... .. 3in. 50 75 — 3.10 | — .32
WoonBaseD Pangl | Gypsum or plaster board . ... ... 4 in. a0 73 - 2.25 | 0.46
Probucts Piywood 34 75 0.80 — | 1.8§ - 0.29
Plywood i 34 75 — 3.20 : — 0.31 029
Plyweod 34 75 — 213§ — 0.47 | 0.29
Plywood 34 75 — 1.60 ¢+ — 0.62 0.29
Plywood or wood panels... ... . .{in. 34 75 — 1.0 | — 0.98 0.29
Insulating board
Sheathing, regular density. .. .. % in. 18 | 75 — 0.76 — 1.32 0.31
in 18 1 75 — 0.49 — 2.06 0.31
Sheathing intarmedia .‘edensmy 5 it 22 i 75 — 0.82 — 1.22 0.31
Natl-hase -=heathmg ... 3in. ¢ 25 75 — 0.88 — 1.14 0.31
Shingle backer. RN I 18 75 — 1.06 — 0.94 .31
SBhingle backer. .. ... ... .. .. 5 in. 18 75 — 1.28 — 0.78 0.31
Sound deadening board. . .3 in 15 - 0.74 — 1.36 0.30
Tile and lay-in panels, p]am or ;
acoustic. ........ ... ... ... ... 7 18 ¢ 75 0.40 — 2.50 — 0.32
iin 1 18 75 - 0.80 — .25 0.32
.................... 3ip 18 75 — 0.53 — 1.89 | 0.32
Laminated paperboard ... .. . 30 75 0.50 — 2.00 —
Homogeneous board from
repulped paper. . ... ... .. e 30 75 0.30 —_— 2.00 — 0.28
Hardboard
Medium density siding. . .. ... 5 in. 40 75 — 1.49 — 0.67 0.28
Other medium density. . ... ....... 50 75 — 1.37 — 0.31
High density, servies temp. service,
Jounderlay. . ... oo 435 75 0.82 — 1.22 — 0.33
High density, std. tempered....... 63 75 1.00 — i.00 - 0.33
Particleboard
Lowdensity.... ... .. ........... 37 75 0.54 — 1.85 — 0.31
Medium density.... . ............. 50 75 0.94 — 1.08 — 0.31
Highdensity..................... 62.5 75 1.18 — 0.85 —-— 0.31
Underlayment........ ... .....§i¢. 40 75 -— 1.22 — 0.82 .29
Wood subHoor. . .. .. e 1 in, 75 — 1.06 — 0.94 0.34
BUILDING PAPER | Vapor—permeable felt. ............. — 75 — 16.70 — 0.08
Vapor—seal, 2 layers of mopped
islbfelt.. ... ... ... ......... _ 75 — 8.35 —_ 0.12
Vspor—seal, plastic film...... . ..... — 75 — — — Negl.
FINISH Carpet and fibrouspad........... ... — 75 — 0.48 — 2.08
FLOORING Carpet and rubberpad. ... ......... — 75 — 0.81 — 1.238 0.34
MATERTIALS Cork tlle ...................... }in — 75 — 3.60 — 0.28
Terrazzo. . ................ ... 1in. —_ 75 —— 12.50 —_ 0.08
Tlle——asphalt linoleum, vinyl, rubber. e 75 — 20.00 - 0.05 .30
INSULATING Mineral Fiber, fibrous form processed
MATERIALS from rock, slag or glass
Branegr anp Karr approx. 2-2%3in......... ... ... — 75 — — — 7 0.18
approx. 3-3fin................ — 75 — — — 11 0.18
approx. 53-6%in............... — 75 — — — 19 0.18
" BoARD AND SraBs Cellularglass. . .................... 9 75 0.40 — 2.580 — 0.24
Glass fiber, organic bonded . . .... .. .. 4-9 75 0.25 — 4.00 — 0.19
Expanded ‘rubber (rigid). . R 4.5 75 0.22 — 4.66 —_
Expanded polystyrene extruded,
plain. ... ... . ..., 1.8 75 0.25 —_ 4.00 — ¢.29
a.nded polystyreue extruded,
...................... 2.2 75 0.20 — 5.00 — 0.29
Expand lystynene extruded, (R-12
exp.) ickness 1 in. and grea.ter) 3.5 75 0.19 — 6.26 e 0.29
Expanded polystyrene, molded beads. 1.6 75 0.28 — 3.67 — 0.29
Expanded polyurethane (R-11 exp.} 1.5 75 0.16 -— 6.46 —_ 0.38
(Thickness 1 in. or grea.ter) ........ 2.5 0.38
Mineral fiber with resin binder. . 15 75 0.29 — 3.46 — 0.17
Mineral fiberboard, wet felted
Core or roof insulation. ... ... ... 16-17 75 0.34 — 2.94 —

Notes: a. From ASHRAE Handbook of Fundamentals
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Appendix 4D-—Continued

Table I—Continued

Resistance (R] .
Density Mean | Conduc- | Conduct- Specific
Material Description {Lb per Temp tivity ance Per inch | For thick- Heot,
Cv Fi) F (K} {C) thickness | ness listed ': “f', per
(/| tr/c) [(elF deg)
BoOARD AND SLABS ﬁcousgcs{ ge .................... ééli ;g 83? —_ 2.86 —
onlinued coustieal tile.. .. ... .. ... ... . ... .3 — 2.73 —
(Continued) Mineral fiberboard, wet moided
Acoustieal tile . .. ... ... ... . .. 23 75 0.42 — 2.38 —
Wood or cane fiberboard
Acoustical tile .. ....... ... .. in. — 75 — 0.80 — 1.25 0.30
Acoustieal tile ... .... .., . ... 2in, — 75 — 0.53 — 1.89 0.30
Interior finish (plank, tile) .. ... . ... 15 75 0.35 — 2.86 — .32
Insulsfing roof deck
Approximately. ... ....... ... 1% in. — 75 — 0.24 -— 4.17
Approximately............... 2 in. — 75 — 0.18 — b.66
Approximately....... ... .3, — 75 — 0.12 — 8.33
Wood shredded (cemented in
preformed slabs). . ............. .. 22 75 0.60 — 1.87 — 0.38
Loose FrLu Cellulose insulation (milled paper or
woodpulp)...... .. ... .. ..l 2.5-3 75 0.2 — 3.70 — 0.33
Sandust or shavings. .. ...... .. ... .. 0.8-1.5 75 0.45 — £2.22 — 0.33
Wood fiber, softwoods............... 2.0-3.5 75 .30 — 3.33 — 0.33
Perlite, expanded. . ... ..... ... ... .. 5.0-8.0 75 0. — 2.70 —
Mineral fiber (rock, slag or glass)
approx. 3im...................... — 75 — — 9 — 0.18
approx. 4% ... U — 75 — — 13 -— .18
approx. 6iin......... .. .., . ... — 75 —_ —_ 19 — 0.18
approx. 7iin................ ... — 75 —_ — 24 — 0.18
Silicaaerogel. ... ......... . _....... 7.6 75 0.17 — 5.88 —
Vermiculite (expanded)............. 7.0-8.2 75 0.47 — 2.18 —
4.0-6.0| 75 0.4 — 2.27 —
Roor INsULATION Preformed, for use above deck
Approximately............... 4in. — 75 — 0.72 — 1.39
Approximately. . ....... ... ... 1in. — 75 — 0.36 — 2.78
Approximately. .. ........ ... 1% in. — 75 — 0.24 — 4517
Approximately. .......... .. ... 2in. — 75 —_— 0.19 — &§.66
Agproximately. .. ... ......_. 2% in. — 75 — 0.15 — 6.67
Approximately .. .. e 3in — 75 — 0.12 — 8.33
Cellularglass. . .................... 9 75 0.40 — 2.50 — 0.24
MASONRY Cement moriar. . 116 5.0 — 0.20 —
MATERIALS Gypsum-fiber concrete 87}% gypsum
CoNcRETES 123% wood chips.......... ... ... 51 1.66 — 0.60 —
Lightwe leght aggregates including ex- 120 5.2 — 0.19 —
panded shale, clay or slate; expanded | 100 3.6 — 0.28 —
slags; cmders, pumice; vermiculite; 80 2.5 — 0.40 —
also cellular concretes 60 1.7 — 0.569 —
490 1.15 —_ 0.86 —
30 .90 — 1.11 —
20 0.70 1.48
Sand and gravel or stone aggregate
(ovendned)...... ........ ...... 140 9.0 — 0.11 —
Sand and gravel or stone aggregate .
(notdried)...... ............... 140 12.0 — 0.08 ——
Stueeo. ....... ... 116 5.0 —_ a.20 —
MASONRY UNITS Brick, common .................... 120 75 5.0 — 0.20 —
Brick, faee .. ...................... 130 75 8.0 — 0.11 —
C]ay tile, holiow: ]
celldeep................ ... 3in. — 75 — 1.25 —_ .80
leelldeep ................... 4 in. — 75 — 0.90 — 1.11
2eellsdeep.............. ..., 6 in — 15 — 0.66 — 1.5%
Zeellsdeep. . ................ 8in o 75 — 0.5¢4 — 1.85
2cellsdeep................. 10 in — 75 — 0.45 — 2.22
Beellsdeep.. . ........... ... 12Zin —_ 75 —_ 0.40 —_ 2.60
Conerete b]ocks +hree oval core:
Sand and gmvel aggregate. . _ .. 4in. — 75 — 1.406 — 0.71
..... 8in. — 75 —_ 0.90 - 1.11
....121in. —_ 75 — 0.78 — 1.28
Cinder aggregate. .. .. ... ..... 3 in. —_ 75 — 1.16 — 0.86
............. 4in — 75 — 0.90 — 1.1i
............. 8 in. — 75 - 0.58 — 1.72
Lichtweigh ......,.r12in. _— ;5 — ggg — 1.89
ightweight reg 3in — 5 — . — 1.27
£ { ndedaﬁle, elay, slate | 4 in. — 75 — 0.67 — 1.60
or slag; pumice) 8in. — 75 —_ 0.50 — 2.00
12 in. _ 75 — 0.44 — .27

229




Appendix 4D—Continued

Table I—Concluded

Resistance (R) Specifi
Density Mean Conduc- | Conduct s" : <
Materiol Description (th par Temp tivity ance Per inch | For thick- | o ':o
Cu FH) F (k) {C) | thicknees | ness listed |\ (F':,"
i | G/ oo}
|
I
Concrete blocks, rectangular core.
Sand and gravel s%gregate
2core,8in.361b. ... ... ... ... — 45 —_ 0.96 — 1.04
Same with filed cores _....... — 45 — 0.52 — 1.93
Lightweight aggregate (expanded shale,
clay, slate or slag, pumice}:
3core,6in 181b. ... ... .....| — 45 — 0.61 — 1.65
Same with filled cores ... ....... — 45 — 0.33 — 2.99
2¢core,8in. 241b. .. ... ... ... —_ 45 — 0.46 — 2.18
Same with filled cores . ...... ... — 45 — 0.20 — 5.08
3core, 12in. 381b. .......... .. — 45 —_ 0.40 — 2.48
Same with filled cores-.......... — 45 — 0.17 - 5.82
; Stone, limeorsand. .............. .. — 75 12,50 — 0.08 —
; Gypsum partition tile:
I 3X12x30in.solid............. — 75 — 0.79 —_— 1.26
! IXIZ2X30in deell............. — 75 — 0.74 — 1.96
i 4X12%30in 3eell............. — 75 — 0.60 — 1.67
I METALS (See Chapter 30, Table 3)
PLASTERING Cement plaster, sand aggregate. . . . .. 116 75 5.0 — 0.20 —
MATERIALS Sand aggregate............... 2in. — 75 —_ 13.3 - 0.08
Sand te. ... ... 2 in. — 75 — 6.66 — 0.15
Gypsum p T
ightweight aggregate. ... .... §in. 45 75 — 3.12 — 0.32
Lightweight aggregate. .. .. ... in. 45 75 — 2.67 — 0.39
Lightweight agg. on metal lath. § in. — 5 —_ 2.13 —_ 0.47
Petlite aggregate. .. .............. 45 75 1.5 — 0.87 —
Sand aggregate. .. ... .. e 105 75 5.6 — 0.18 —
Sand aggregate............... }in. | 105 75 — 11.10 — 0.08
Sand aggregate............... $in. | 105 75 — 2.10 — 0.11
Sand te on metal lath. . § in. — 75 — 7.70 — 0.1
Vermiculite aggregate. .. .... ... ... 45 75 1.7 - 0.59 —
ROOFING 120 75 — 4.76 — .21
70 75 —_ 6.50 — 0.15
70 75 — 2.27 —_ 0.44
70 75 — 3.06 — 0.33 0.35
— 75 — 20.00 — 0.05
~— 75 — 1.06 —_ 0.9 G.31
SIDING
MATERIALS As 120 75 — 4.76 — 0.21
{ON FrLAT SUBPACE) Wood, 16 in., 74 exposure. ........ — 75 — 1.15 —_ 0.87 0.31
Wood, double, 16-in., 12-in. exposure —_ 75 — .84 —_ 1.19 0.31
. Wood, plus insul. backer board. i in. — 75 — 0.71 —_ 1.40 0.31
Asbestos-cement, 4 in., lapped. . . .. — 75 — 4.76 — 0.21
Asphalt roll siding. ............... — 75 — 6.50 —— 0.15
Asphalt insulating siding {} in. bd.} — 75 — 0.69 — 1.48
Wood, drop, 1 X 8in............. — 75 — 1.27 —_ a.79 0.31
Wood, bevel,  x 8 in., lapped. .. .. — 75 — 128 | — | o8 | 031
Wood, bevel, 2 X 10 in., lapped. . .. — 75 — 0.95 — 1.05 0.31
‘Wood, plywood, 3 in., Ispped . ... .. — 75 — 1.59 — 0.59 0.29
Aluminum or Steel -, over sheathing
Hollow-backed. . ......._....... — — —_ 1.61 — 0.61
Inzuleting-board backed nominal
1 Y — — - 0.55 — 1.82
Insulating-board backed nominal
Zin foilbacked................ — — 0.34 — 2.9
itectural glass. .. ...__...._ .. .. — 75 —_ 10.00 — ¢.10
WOODs Maple, oak, and similar hardwoods. . . 45 75 1.10 — 0.91 - 0.30
Fir, pine, and similar softwoods. . . . .. 32 79 0.80 — 1.8 — 0.33
Fir, pine, and similar softwoods. . .iin. 32 75 — 1.06 — 0.94 0.33
.. 1% in. 32 75 _ 0.53 —_ 1.89 0.33
.. 2% in. 32 75 —_ 0.32 — 3.12 0.33
..341in. 32 75 — 0.23 — 4.35 0.33
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Appendix 4D--Continued

Table 1 Thermal Conductivity (k) of Various Construction Materials®

Ac-
N oaductivity k af T
“Aﬁ:e: Typical Typical € ty Meon Temp F
Form Matericl (Composition) Tem Density
o | Ub/cu i)
Use, F —100| —75] —-50| —25| 0 | 25, 50 t 75100 200| 300 50G 700|900
BTANKETS | MINERAL FIBER | I
& FELTS (Rock, Slag, or Glass) o o S S T
Bianket, Metal Reinforced 1200 6-12 0.26:0.42(0.39|0.54
1000 2.5-8 0.24/0.31)0.40(0.63
Mineral Fiber, Glass
Blanket, Flexible, Fine-Fiber 350 3.65 0.25 |0.26|0.28/0.30/0.33(0.36(0.53|
Organic Bonded 0.75 0.24 (0.25|0.27|0.29|0.32|0.34/(0. 48|
1.0 0.23 |0.24(0.25(0.27{0.29(0.32|0.43
1.5 0.21 |0.22|0.23(0.25/0.27(0.28/0.37
2.0 0.20 [0.21/0.22|0.23(0.25|0.28(0.33
3.0 0.19 (0.20|0.21|0.22(0.23|0.24(C.31
Blanket, Flexible, Textile-Fiber 35) 0.”5 0.27 [0.28(0.29(0.3MH¢_31/0.32|0.50/0, 88,
Organie Booded 0..5 0.26 (0.27|0.28/0.29(0.31|0.32((}.48!0.66
1.0 0.24 |0.25(|0.26(0.27/0.29(0.31/0.45/0.60
1.5 .22 (0.23|0_24/0.25[0_27|0.29]0.39{0.51
3.0 0.20 (0.21(0.22(0.23!0.24/|0.25|0.32(G.41
Felt, Semi-Rigid Organic Bonded 400 3-8 (). 24/0.25|0.26(|0.27(0.35|0.44
850 2 Q.16 | 0.17 { 0,18 ; 0.1% [0,20|0.21|0.22|0.23|0.24|0.35|C.55
Laminated & Felted 1200 7.5 0.35(|0.45{0. 460,
Without Binder-
VEGETABLE & ANIMAL FIBER|
Hair Felt or Hair Felt plus Jute 180 10 0.26/0.28)0.26(0.30|
BLOCKS, ASBESTOS
BOARDS & Laminated Asbestoa Paper 700 a0 0.40(0. 45:0,50]0.60)
PIPE Corrugated & Laminated Asbestos
INSULATION Paper
4-ply 300 11-13 0.57|0.68
G-ply 300 15-17 0.49(0.51/0. 59|
&-ply 300 18-20 . 491057
MOLDED AMOSITE & BIKDER 1500 15-18 (. 32|0.3710.42/0.52i0.62/0.72
857 MAGNESIA 800 11-12 0.35|0.38{0.42 i
CALCIUM SILICATE 1200 11-13 0.38|0.41/0.44]0.52,0.62{0.72
1800 12-15 0.62/0.74/0.95
CELLULAR GLASS 800 9 0.32 | 0.33 |0.35(0.36{0.380.40/0.42|0.48/|0.55
DIATOMACEQUS SILICA 1600 21-22 0.64/0.68/0.72
1900 23-25 0.70(0.75{0. 80
MENTEIERAL FISER
Organic Bended, Block and Boards 400 3-10 0.18 | 917 | 0.18 | 0.19 |0,20{0.22|0.24[0.25(0.26!0.33/0.40
Non-Punking Binder 1000 3-10 0.26(0.3110.38(0.52
Pipe Insulation, slag or glass 350 34 0.20)|0.21(9.2210.23(0.24|0.29
500 310 0.20(0.22|0.24/0.25(0.26|0.33]0. 40|
Inorganic Bonded-Block 1000 10-15 0.33(0.38{0.45/|0.55
1800 15-24 ©.32|0.37|0.4210.52/0.62{0.74
Pipe Insuintion slag or glass 1000 10-15 0.33|0.38|0.45(0.55
MINERAL FIBER
Resin Binder 15 0.23 | 0.24 |0.25]0.26/0.28/0.20
Rigid Po‘yﬂ.%:ene
Extruded, R-12 exp 170 3.5 0.16 | .18 | 0.15 | 0.16 [0.16/0.17/0_180.18{0. 20,
Extruded, K-12 exp 170 2.2 0.16 | 0.16 | 0.17 | 0.16 [0.17;0.18{0.19/0.20|
Extruded 170 1.8 0.17 | 0.18 | 0.19 | 0.20 }0.21]0.23;0.24(0.25(0.27
Molded Beads 170 1 0.18 | 0.20 | 0.21 | ©.23 {0.24/0.25;0.28|0.28
Polyurethane
R-11 exp 210 1.5-2.5 0.18 | 0.17 | 0.18 | 9.18 |0.18,0.17{0.16|0.16/0.17
RUBBER, Rigid Foamed 150 4.5 0.20)0.21(0.22(0.23
VEGETABLE & ANIMAL FIBER
Wool Felt (Pine Insutation) 180 20 0.28]0.300.31[0.33
INBULATING | MINERAL FIBRER
CEMENTS {Rock, Slag, or Glass)
‘With Colloidai Clay Binder 1800 24-30 0.49/0.55/0.61[0.73(0.85
With Hydraulic Setting Binder 1200 3040 0.75/0.80(0.85(0.95
LOOSE FILL | Cellulase insulation (Milled pulverized
paper or wood pulp) 2.5-3 0.26(0.2710,29
Minerel fiber, slag, rock or glass 2-5 0.19 | 0.21 0.23:0.25/0.28]0.28/0.31
Perlite {expanded} 58 0.25 } 0.27 | 0.29 | 0.30 |0.32]0,34|0.35{0.37:0.39
Silica serogel 7.8 0.13 | 0.14 |0.15/0.15/0.16{0.17[0.18
Vermiculite (expanded) 7-8.2 0.39 | 0.40 (0.42{0.44/0_45|0.47)|0.40
46 0.34 | 9.35 [0.38/0.40/0.42|0.44/0.46
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Appendix 4E—Coefﬁ(;.lents of Transmission (U) for Various Structural Elements*®

Table 1 Coefficients of Transmission (U} of Frame Walls-

These coefficients are expressed in Biu per (hour) (square foot) (degres Fahrenheit) difference in temperature between the air on the two sides),
and are based on an owtside wind velocity of 15 mph

Replace Air Space with 3.5-in. R-11 Blanket Insufation (New Item 4)

2
Resistance (R)
Between Al Between At
Constraction Framing Framing Framing Framing
1. Qutside surface (15 mph wind} 0.17 0.17 0.17 0.17
2. Siding, wood, 0.5 in.x 8 in. lapped (average) 0.81 0.81 0.81 0.81
3. Sheathing, 0.5-in, asphalt impregnated 1.32 1.32 1.32 1.32
4. Nonreflective air space, 3.5 in. (30 Fmean; 10deg F
temperature difference) 1.01 —_ 11.00 —
5. Nominal 2-in. % 4-in. wood stud — 4.38 — 4.38
6. Gypsum wallboard, 0.5 in. 0.45 0.45 0.45 0.45
7. Inside surface {still air) 0.68 0.68 0.68 0.68
Total Thermal Resistance(R) ... ... ............... R=444 R,=781 |R;=1443 R =7.8l

Construction No. 1: U; = 1/4.44=0,225; U ;=1/7.81 =0.128. With 20% framing (typical of 2-in. x 4-in. studs @ 16-in. o.c.), U, = 0.8
£0.225) + 0.2(0.128) = 0.206(Sec Eq9)

Construction No. 2: {/; = 1/14.43 = 0.069; U, = 0.128. With framning unchanged, {/,, = 0.8(0.069) + 0.2(0.128) = 0.081

Table H Coeflicients of Transmission (UJ) of Solid Masonry Walls

Coefficients are expressed in Btu per (hour) (square foot) (degree Fahrenheit difference in temperature between the air on the two sides), and are based onan
outside wind velocity of 15 mph

Replace Furring Strips and Air Space with 1-in. Extruded Polystyrene (New Item 4)
1

2
Resistance (R)
Construction Between At
) Furring Furring
I. Qutside surface (15 mph wind) 0.17 0.17 0.17
2. Common brick, 8 in. 1.60 1.60 1.60
3. Nominal 1-in. x3-in. vertical furring — 0.94 —
4, Nonreflective air space, 0.75 in. (50 F mean; [0deg F
temperature difference) 1.01 — 5.00
5. Gypsum wallboard, §.5 in. 0.45 0.45 0.45
12 3 4 5 & 6. Inside surface {still air) 0.68 0.68 0.68
Total Thermal Resistance (R) .. ................... R; =391 R, =384 R, =790 =R,

Construction Ne, 1:U; = 1/3.91=0.258; U,=1/3.84=0.260. With 20% framing (typical of 1-in. x 3-in. vertical furring on masonry @ 16-in. 0.c.)
U,, = 0.8(0.256) + 0.2(0.260) = 0.257
Construction No. 2: U; = U, = U, = 1/1.90 = 0.127

Table I Coefficlents of Transmission (U) of Frame Partitions or Interlor Walls¢

Coefficients are expressed in Biu per (hour) (square foot) {degree Fahrenheit difference in temperature between the air on the two sides),
and are based on still air (no wind) conditions on both sides

Replace Air Space with 3.5-in. R-11 Blanket Insutation (New liem 3)

2
Resistance (R)
Between At Between At
Construction ‘ Framing  Framing Framing Framing
i. Inside surface (still air) 0.68 0.68 0.68 0.68
h : 2. Gypsum wallboard, 0.5 in. 0.45 0.45 045 0.45
3. Nonreflective air space, 3.5 in. (50 F mean; 10deg F
temperature difference) 1.01 — 11.00 —
4. Nominal 2-in. % 4-in, wood stud — 4.38 — 4.38
112 1456 5. Gypsum wallboard0.5 in. 0.45 0.45 0.45 0.45
6. Inside surface (still air) 0.68 0.68 0.68 0.68
Total Thermal Resistance(R) ... .................. R=327 R=664 |R=13.26 R~=664

Construction No. 1: U= 1/3.27 = 0.306; U= 1/6.64 = 0.151. With 10% framing (typical of 2-in. % 4-in. studs @ 24-in. o.c.), U ,,=0.9
(0-306) + 0.1(0.151) = 0.290

Construction No. 2: U, = 1/13.26 = 0.075.U = 1/6.64 = 0.151. With framing unchanged, U,, = 0.9(0.075) + 0.1(0.151) = 0.083

Notes: a. From ASHRAE Handbook of Fund Is, 1977. ¢. Outside wind velocity of 15mph.
b. U-values are expressed in Btu/hr-fi2-°F. d. Still air conditions on both sides.

€. Winter conditions, upward flow.
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Appendix 4E—Continued

Table IV Coefficients of Transmission (U) of Masonry Walls®

Coefficients are expressed in Btu per (hour) (square foo1) {degree Fahrenheit difference in temperature between the air on the two sides),
and are based on an outside wind velocity of 15 mph

Replace Cinder Apgregate Block with 6-in. Light-weight Aggregate Block with Cores Filted (New Item 4)
1 2

Resistance (R)

Between At Between At
Construction Furring Furring Furring Furring
1. Outside surface (15 mph wind) 0.17 0,17 0.17 0.17
2. Face brick, 4 in, 0.44 0.44 0.44 0.44
3. Cement mortar, 0.5 in. 0.10 0.10 0.10 0.10
4. Concrete block, cinder aggregate, 8 in. £.72 1.72 2.99 2.99
5. Reflective air space, 0.75 in. {50 F mean; 30 deg F
ternperature difference) 2.77 — 2.77 —
6. Nominal 1-in. x 3-in, vertical furring _ 0.94 — 0.94
7. Gypsum wallboard, 0.5 in., foil backed 0.45 0.45 0.45 0.45
8. Inside surface (still air) (.68 0.68 0.68 .68
Total Thermal Resistance (R) .. ................... R=633- R;=450 R=17.60 R,=5.77

Construction No. 1: {/;= 1/6.33 = 0.158; U, = 1/4.50 = 0.222. With 20% framing (typical of 1-in. % 3-in. vertical furring on masonry @ 16-in.
o.c.), U,, =08(.158) + 0.2(0.222) = 0.171

Construction No. 2: U, = 1/7.60 = 0.132,U, = 1/5.77 = 0.173. With framing unchanged, U, = 0.8(0.132) + 0.2(0.i73) = 1.40

Table V Coefficients of Transmission (U) of Masonry Cavity Walls®

Coefficients are expressed in Btu per (hour) (square foot) (degree Fahrenheit difference in temperature between the air on the two sides), and are based on an outside
wind velocity of 15 mph

Replace Furring Strips and Gypsum Wallboard with 0.625-in. Plaster (Sand Aggregate) Applied Directly to
Concrete Block-Fill 2.5-in. Air Space with Vermiculite Insulation (New Items 3 and 7.

1 2
Resistance ()
Between At
Construciion Furring Furring
1. Qutside surface (15 mph wind) 0.17 0.17 0.17
2. Common brick, 8 in. 0.30 0.80 0.80
3. Nonreflective air space, 2.5 in. (30 F mean; 10deg F
temperature difference) 1.10* 1.10* 5,320
4. Concrete block, stone aggregate, 4 in. 0.71 0.71 0.71
5. Nonreflective air space 0.75 in. (50 F mean; 10deg F
12 345678 temperature difference} 101 — —
6. Nominal 1-in. % 3-in. vertical furring — 0.94 —
7. Gypsum wallboard, 0.5 in. 0.45 .45 0.11
8. Inside surface (still air) 0.68 0.68 (.68
Total Thermal Resistance(R) .. ................... R; =492 R, =485 R, =R, =779
Construction No. 1: U; = 1/4.92 = 0.203; U, = 1/4.85 = 0.206. With 20% framing (typical of 1-in. x 3-in. vertical furring on masonry @16-in.
o.c.), U,, = 0.8{0.203) + 0.2(0.206) = 0.204
ConstructionNe. 2: & = U, = U, = 1.79=0.128

* Interpolared value from Tabic 2.
** Calculated value from Table 3.

Table VI Coefficients of Transmission ({J) of Masonry Partitions.

Coefficients are expressed in Biu per (hour) (square foot) (degree Fahrenheit differencein temperature between the air on the two sides),
and are based on still air {ne wind) conditions on both sides

Replace Concrete Block with 4-in. Gypsum Tile (New Item 3)
Construction 1 2

1. Inside surface (still air) 0.68 0.68
2. Plaster, lightweight agpregate, 0.625in. 0.39 0.3%
3. Concrete block, cinder aggregate, 4 in. 1,11 1.67
4. Plaster, lightweight aggregate, 0.625 in. 0.39 0.39
5. Inzide surface (still air) (.68 0.68
Total Thermal ResistancefR). .. ................... 3.25 K.}

Construction No. I: U = 1/3.25 = 0,308
Construction No. 2: U = 1/3.81= 0,262
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Appendix 4E--Continued

Table VII Coelficients of Transmission (U) of Frame Construction of Ceilings and Floors!

Coefficients are expressed in Btu per (hour) (square foot) {degree Fahrenheit difference between the air on the two sides), and are
based on still air (no wind) on both sides

Assome Unheated Attic Space above Heated Room with Heat Flow Up—Remove Tile, Felt, Plywood, Sub-
floor and Air Space—Replace with R-19 Blanket Insulatien (New ktem 4)

Heated Room Below 1 2
Unheated Space Resistance (R)
Between At Between At
Construction Floor Fioor Floor Floor
{Heat Flow Up) Joists Joist Joists Joists
1. Bouom surface (stilt air) 0.61 0.61 0.6} .61
2. Metal lath and lightweight aggregate,
plaster, 0.75in. 0.47 0.47 0.47 0.47
3. Nominal 2-in. % 8-in. floor joist - 9.06 — 9.06
4. Nonreilective airspace, 7.25-in. 0.93* — 19.00 —
5. Wood subfloor, 0.75 in. 0.94 0.94 — —
6. Plywooc}i, 0.6251in. 0.78 0.78 — —
7. Feli building membrane 0.06 0.06 — —_
12314 567 89 3 Reslienttile 0.05 0.05 — —
9. Top surface {still air) 0.61 0.61 0.61 0.61
Total Thermal Resistance{R) . ... ........ R=4.45 R,= 12.58 R;= 20.69 R=10.75

Construction No. 1U;= 19/4.35;8.225; U,= 1/12.58= 0.079. With 10% framing (typical of 2-in. joists @ 16-in. 0.c.), U, = 0.9 (0.225) + 0.1
{0.079)= 0.

Construction No. 2{/; = 1/20.69 = 0.048; U, = 1/10.75 = 0.093. With framing unchanged, U,, = 0.9{0.048) + 0.1 (0.093) = 0.053

¢Use targest air space (3.5 in.) value shown in Table 2.

Table VIII Coefficients of Transmission (IJ) of Flat Masonry Roofs with Built-up Roofing, with and without Suspended

Ceilings=
These Coefficients are expressed in Btu per (hour} {square foot) {degree Fahrenheit difference in temperature between the air on the two sides),
and are based upon an outside wind velocity of 15 mph
Add Rigid Roof Deck Insulation, C = 8.24 (R ~ 1/C) (New Iltem 7)
Construction 1 2
(Heat Flow Up)
1. Inside surface (still air) 0.61 0.61
1. Metal lath and lightweight aggregate plaster, 0.75in. 0.47 0.47
3. Nonreflective air space, greater than 3.5in. (50 F mean;
10 deg F temperature difference) 0.93+ 0.93*
4. Metal ceiling suspension system with metal hanger rods 0** o=
5. Corrugated metat deck 0 0
6. Concrete stab, lightweight aggregate, 2 in. 2.22 2.22
7. Rigid roof deck insulation (none) — 4.17
8. Built-up roofing, 0.375 in. 0.33 0.33
©. Qutside surface (15 mph wind) 0.17 0.17
Total Thermal Resistance(R). . . . ........ ... 4.73 8.90

Construction No. 1: U, = 1/4.73 = (.211
Construction No. 2: U,,, = 1/8.90= 0.112

bTo adjust U values for the effect of added insnlation between framing members, see Table S or 6.
*LJse largest ait space (3.5 in.} value shown in Table 2.
*=Area of hanger rods is negligible in relation to ceiling area.
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Appendix 4E—Continued

Tabic IX Coefficients of Transmission (U) of Wood Construction of Flat Roofs and Ceilings=

Coefficients arc ~xpressed in Btu per (hour) (square foot) (degree Fahrenheit difference in temperature between the ait on the two sides),
and are based upon an outside wind velocity of [5 mph

Replace Roof Deck Insulation and 7.25-in. Air Space with 6-in. R-19 Blanket Insulation and 1.25-in. Air

Space (New Items 5 and 7) . 5
Resistance (R)
Tonstruction Between At Between At
. Yeat Flow Up) Joists Joists Joists Joists
1. i~side surface (still air) 0.61 0.61 0.61 Q.61
2. Avwstical tile, fiberboard, glued, 0.5 in. 1.25 1.25 1.25 1.25
3. Gyp<um wallboard, 0.5 in. 0.45 0.45 0.45 G.45
4, Nomi+ al 2-in. x 8-in. ceiling joists — 9.06 — 9.06
5. Nonrer:=ctive air space, 7.25 in. (50 F mean; 10deg F
tempera::re difference) Q.93+ — 1.05** —
6. Plywood ¢ ¢k, 0.625 in. 0.78 0.78 0.78 0.78
1234 56789 7 Rigidroofd:ckinsulation, ¢ = 0.72, (R = 1/C) 1.39 1.39 19.00 —
8. Built-up root 0.33 0.33 0.33 0.33
9. Outside surfac. /15 mph wind) 0.17 0.17 0.17 0.17
Total Thermal Res..'ance(R) .. ................... R;=591 R =1404 | R=23.64 R =265

Construction No. 1 U, = 1/5.91 = 0.169; U, = 1/14.04 = 0.071. With 10% framing (typical of 2-in. joists @ 16-in, o.c.), U, =09
(0.169) + 0.1(0.071) = 0.159 .

Construction No. 21; = 1/23.64 = 0.042; U, = 1/12.65 = (;,779. With framing unchanged, U,, = 0.9(0.042) + 0.1 (0.079) = 0.046

*Use largest air space (3.5 in.) value shown in Table 2.
**Interpolated value {0 F mean; 10 deg F temperature difference).

Table X Coefficients of Transmission (U of Metal Construction of Flat Roofs and Ceilings>

Coefficients are expressed in Biu per (hour) (square foot) (degre. Fahrenheit difference in temperature between the air on the two sides),
and are based on upon o, *side wind velocity of |5 mph

Replace Rigid Roof Deck Insulain (C = 0.24) and Sand Aggregate Plaster with Rigid Roof Deck In-
sufation, C = 0.36 and Lightweight 2 pgregale Plaster (New Items 2 and 6}

Construction 1 2
(Heat Flow Up)
1. Inside surface (stil} air) 0.61 0.61
2. Metal lath and sand aggregate plaster, 0.5 ix .13 0.47
3. Structyral beam 0.00* G.00*
4. Nonreflective air space (50 F mean; 18 deg ©
temperature difference 0.93%* 0.53%x
5. Metal deck 0.00* 0.00*
6. Rigid roof deck insulation, C = (,.24(R = 1/¢) 4.17 2.78
7. Built-up roofing, 0.375in. .33 0.33
234 5678 8. Qutside surface (15 mph wind) 0.17 0.17
Total Thermal Resistance(R) . ... ............. .. 6.34 5.29

Construction No. t: U = 1/6.34 = 0.158
Construction No. 2: U = 1/5.29 = 0.189

*1f structural beams and metal deck are to be considered, the technique shown in Examples | and 2, anc Fig. 3 may be used to estimate total R. Full scale testing
of a suitable portion of the construction is, however, preferable.

** Use largest air space (3.5 in.) value shown in Table 2.
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Appendix §E—Concluded

Table X1 Coefficients of Transmission (U) of Pitched Roofs'
Coefficients are expressed in Btu per (hour) (square foot) (degree Fahrenheit difference in temperature between the air on the two sides), and are based

on an cutside wind velacity of 15 mph for heat flow upward and 7.5 mph forheat flow downward

Find {/,, for same Construction 2 with Heat Flow Down (Summer Conditions)
1

2
Construction 1 Belween At Between At
(Heal Flow Up) {Reflective Air Space) Rafters Rafters Rafters Rafters
1. Ioside surface (still air) 0.62 0.62 0.76 0.76
2. Gypsum wallboard C.5 in., foil backed 0.45 0.45 0.45 0.45
3. Nominal 2-in. x 4-in. ceiling rafter — 4.38 — 4.38
4. 43 deg slope reflective air space, 3.5 in. (50 F mean,
30 deg F temperature difference) 2,17 — 4.33 —
5. Plywood sheathing,0.625 in. 0.78 0.78 0.78 0.78
6. Felt building membrane 0.06 0.06 0.06 0.06
7. Asphalt shingle roofing 0.44 0.44 0.44 0.44
8. Outside surface (15 mph wind) 0.17 0.17 0.25%+ 0.25%*
] Total Thermal Resistance {R} .. ................... =4.69 _fi 90 | M
Construction No. 1 :U,zlg’ii.69=zg.62!3; U, = 1/76.90 = 0.145. With 10% framing (typical of 2-in. rafters @16-in. o.c.), U,,=0.91(0.213)+ 0.1
(0.145) = 0.
Construction No. 2:U,=1/7.07 = 0.141; U, = 1/7.12 = 0.140. With framing unchanged, Uy=0.9(0.141) + 0.1 (0.140) = 0.141
Find U, for same Construction 2 with Heat Flow Down (Summer Conditions) 4
Construction 1 Between At Between At
(Heat Flow Up) (Non-Reflective Air Space) Rafters Rafters Rafters Rafters
1. Inside surface (stili air) 0.62 0.62 0.76 076
2. Gypsum waliboard, 0.5 in. Q.45 0.45 0.45 (.45
3. Nominal 2-in. % 4-in. ceiling rafter —_ 4,38 —_ 4.38
4. 45 deg slope, nonreflective air space, 3.5 in.
(50 F mean; 10 deg F temperature difference) 0.96 — 0.90* —
5. Plywood sheathing, 0.625 in. 0.78 0.78 0.78 0,78
6. Felt building membrane 0.06 0.06 0.06 0.06
7. Asphalt shingle roofing 0.44 0.44 (.44 0.44
8. Outside surface (E-mph wind) 0.17 047 0.25%* 0.25%*
Tota! Thermal Resistance (Rj ... ... . ... ......... =348 R;=6.9 [R=31.64 R.=7.12

Construction No. 3:U;= 1/3.48 = 0.287; U, = 1/6.90 = 0.145. With 10% framing typica! of 2-in. rafters @ 16-in. 0.c), Ug,= 0.9 (0.287)+ 0.1

{0.145) = 0.273

Construction No. 4: U= 1/3.64 = 0.275; U, = 177.12 = 0.140. Witk framing unchanged, U,,= 0.95(0.275) + 0.1 {0.140) = 0.262

Y Pitch of roof—45 deg.

*Air space value at 90 F meann, 10 F dif. temperature difference.

**7.5-mph wind.
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Appendix 4F Insolation and Temperature Data for 80 Localities in the United States and Canada-

i = Monthly average daily total radiation on a horizontal surface, Btu/day-it?; K. = the fraction of the extra terrestrial ra-
diation transmitted through the atmoeaphere; 4, = ambient temperature, deg F.)

Jan Feb Mar Apr May Jun July Aug Sep Qct Nov Dec

Albuguerque, N. M. B 11156.9 | 1453.9' 1925 4 2343.5 2560.9) 2757.5 2561.2; 2387.8, 2120.3| 1629.8} 1274.2 | 1051.6
Lat. 35°03° N. K:|0.704 | 0.691 | 0.719 | 0.722 | 06.713 | 0.737 ; 0.695 | 0.708 | 0.728 | 0.711 | 0.684 ! 0.704
El 5314 ft il | 37.3 13.3 | 50.t 159.6 [69.4 |79.1 ;828 8.6 |73.6 |62.1 [47.8 39.4
Annette Is., Ala.ska B 1 236.2 | 428.4 | 883.4 | 1357.2( 1634.7| 1638.7| 1632.1] 12690.4 962 | 454.6 | 220.3 | 152
Lat. 55°02’ K. | 0.427 | 0.415 | 0.492 | 0.507 | 0.484 | 0.411 | 0.454 | 0.427 | 0.449 | 0.347 | 0.304 | 0.361
ElL 110 ft te | 358 37.5 | 39.7 [44.4 [51.0 [56.2 |38.6 |59.8 | 3.8 | 48.2 |41.9 37.4
Apalaehicols, Florida g | o7 1378.2! 1654.2) 2040.0! 2268.6( 2195.9] 1978.6 1912.% 1703.3 1544 6| 1243.2 | 982.3
Lat. 29°45° N, K. | 0.577 [ 0.584 | 0.576 | 0.612 | 0.630 | 0.594 ! 0.542 | 0.558 | 0.558 | 0.608 | 0.574 | 0.543
Ei 35 ft il 1573 59.0 1629 | 69.5 [76.4 |8:.8 {83.1 |83.1 |80.6 {73.2 |63.7 58.5
Astoria, Oregon B 13384 | 607 1008.5| 1401.5) 1838.7] 1753.5| 2007.7| 1721 | 1322.5 780.4 | 413.6 | 205.2
Lat. 46°12° N. K, 0.330 [0.397 | 0.454 | 0.471 | 0.524 | 0.466 | 0.551 | 0.538 | 0.526 | 0.435 | 0.336 | 0.332
EL 8t th | 4.3 447 469 |51.3 | 550 |59.3 (626 | 63.6 | 622 |557 |48.5 13.9
Atlanta, Georgia E g 848 E 1080.1; 1426.9] 1807 | 2018.1| 2102.6| 2002.9] 1898.1 1519.2 1200.8/ 997.8 | 751.6
Lat. 33°39° N, K, 0493 :0.496  0.522 ] 0.551 ! 0.561 | 0.36% | 0.545 | 0.559 | 0.515 { 0.543 | 0.510 | 0.474
El. 976 ft Pt | 47.2 9.6 {559 | 65.0 | 73.2 [80.9 !82.4 [Bl.6 |[77.4 [66.5 | 54.8 47.7
1
Barrow, Alaska | H i13.3 143.2 | 713.3 | 1401.5! 1883 | 2055.3| 1602.2| 053.5 | 128.4 | 152.4 | 22.0 —
Lat. 71°20° N. K, 7 — [0.776 | 0.773 1 0.726 | 0.553 | 0.533 | 0.448 | 0.377 | 0.315 0.35 — —
EL 22 it Izo | —13.2 —15.9] —12.7) 2.1 0.5 354 [41.6 |40.0 |31.7 {186 | 2.6 -8.6
Bismarck, ¥. D. i | 587.4 | 034.3 1328 4 1668.2) 2056.1 2173.8) 2305.5 1929 1} 1441.3/ 1018.1] 600.4 | 464.2
Lat. 46°47° N. K. 103594 (062810605 0.565 ! 0.588 | 0.579 | 0.634 | 0.606 | 0.581 | 0.584 | 0.510 | 0.547
E\. 1660 ft to | 12.4 15.9 129.7 '%.6 586 (679 |76.1 | 73.5 [61.6 406 |31.4 18.4
Blue Hill, Masa. B |535.3 | 797 1143.9) 1438 | 1776.4| 1943.9] 1881.5 1622.1] 1314 | 041 502.2 |, 482.3
Lat. 42°13" N. K. | 0.445 458 | 0.477 | 0.464 | 0.501 | 0.516 0513 0.495 | 0.492 | 0.472 406 | 0.436

&
[=r]
2
&
-~
3

o 0.
28.3 283 (369 |46.9 (385 67.2 [72.3 |70.6 [64.2 | 541 | 43.3 31.5
6

318. 9 | 1280.4) 1814.4 2189.3| 2376.7| 2500.3| 2149.4; 1717.7, 1128.4 .
0446 1 0.533  0.548 | 0.594 | 0.619 ( 6.631 | 0.684 | 0.660 | 0.656 | 0.588 | 0.49
5

L g

K

!u‘ | 29, 36.5 15.0 33.5 62.1 69.3 79.6 77.2 66.7 36.3 12.3 33.1
Boston, Mass ! 7 ! 5058.5 738 1067 .1 1355 1769 1864 1860.5| 1570.1| 1267.5| 896.7 | 635.8 428
Lat. 42°22' N K.  0.11¢ 0.426 | 0.445 | 0.438 ; 0.499 | 0.495 | 0.507 | 0.480 | 0.477 | 0.453 | 0.372 (.400
EI. 29 ft, tn | 31.4 31.4 39.9 49.5 60.4 69.8 4.5 73.8 66.8 57.4 46.6 34.9
Bro“nswlle. Texas i 1 1105.9 ! 1262.7; 1505.9] 1714 2002.2) 2288.5 2345 2124 1774.9] 1536.5) 1104.8 ! 082.3
Lat..25°55" N. K. ' 0.517 T 0.500 : 0.505 ; 0.509 | 0.584 | 0.627 | 0.6850 | 0.617 | 0.568 0.570 ; 0.468 : 0.488
El. 20 it o 'I 63.3 66.7 0.7 | 76.2 81.4 | 8.1 {86.5 | 86.9 8.1 78.9 { 70.7 45.2
Caribou, Maine Fid , 197 861.6 | 1360.1) 1405.9% 1779.7| 1779.7] 1898.1; 1675.6| 1254.6| 703 415.5 | 398.9
Lat. 46°52° N. ‘K. 0.504 0.579 | 0.619 | 0.507 : 0.509 | 0.4v3 | 0.522 | 0,527 | 0.506 | 0.455 | 0.352 0.470
E!. (328 ft : o 11.5 12.8 24.4 37.3 51.8 61.6 | 67.2 65.0 56.2 44.7 31.3 16.8
Charlestca, 8. C l 4 1 946.1 11528 1352.4 1918.8 2063.4| 2113.3, 1649.4 1933.6| 1557.2] 1332.F 1073.8 | 952
Lat. 32°54' N K. i0.541 0.521 1 6.491 1 0.584 | 0.574 | 0.567 | 0.454 | 0.569 | 0.525 [ 0.554 | 0.539 0.586
ElL 16 [t i fa : 53.6 55.2 | 60.6 | 67.8 4.8 | 500 | 82.9 | 82.3 79.1 §9.8 | 53.8 5¢.0
Cleveland, Ohio I g 166.8 | 681.9 ! 1207 1443.9) 1928 4| 2102.6] 2094.4] 1840.6] 1410.3] 997 526.6 | 427.3
Lut. $1°2¢4 N. K, 1 0.36: 0.383 1 0,497 | 0464 1 0.543 | 0.559 ; 0.571 | 0.559 | 0.524 [ 0.491 | 0.352 0.371
El. 805 ft. ’ fa 30.8 30.9 39.4 50.2 62.4 72.7 7.0 75.1 68.5 57.4 44.0 32.8
Columbia, Mo. g 651.3 041.3 | 1315.8| 1631.3! 1999.6| 2120.1] 2148.7| 1953.1| 1689.5! 1202.6) 839.5 590.4
Lat. 38°58° N. K, 0458 10.492 | 0.520| 0.514 [ 0.559 | 0.566 | 0.585 | 0.588 | 0.606 | 0.562 | 0.510 | 0.457
El. 785 ft [£3 32.5 36.5 45.9 57.7 66.7 75.9 | Bl.1 79.4 71.9 61.4 46.1 35.8
Columbus, Ohic " 186.3 746.5 | 1112.5) 1480.8) 1839.1] (2111){ 2041.3| 1572.7| 1189.3 919.5 | 479 430.2
Lat. 10 (l] N. K, | 0.356 0.401 | 0.447 | 0.470 | 0.515 |(0.561)] 0.555 | 0.475 | 6.433 | 0.441 ! 0.302 0.351
El 833 ft g 32.1 3.7 2.7 33.5 64.4 74.2 8 75.8 701 58 4.5 34.0
Davis, Calif. H 599.2 | 945 1504 1959 2368.6) 2619.2) 2565.6| 2287.8| 1856.8| 1288.58| 795.6 | 550.5
Lat. 38°33° N. e | 0.416 0.490 | 0.591 | 0.617 ] 0.662 | 0.697 | 0.697 | 0.687 | 0.664 | 0.598 | §¢.477 ¢.421
El 51 ft {y 47.6 52.1 56.8 63.1 69.6 75.7 S1 79.4 76.7 67.8 57 48.7
Dodge City, Kun. i 953.1 1186.3} 1565.7| 1975.6( 2126.5| 2459.8| 2400.7| 2210.7| 1841.7] 1421 1065.3 | B73.8
Lat. 37°46" N. -4 i 0.639 0.598 | 0.606 | 0.618 | 0.594 | 0.655 | 0.652 | 0.663 | 0.654 | 0.650 | 0.625 0.652
El. 2592 ft to 33.8 38.7 46.5 | 57.7 | 66.7 77.2 | 83.8 | 82.4 3.7 | 61.7 | 46.5 36.8
East Lansm% Michigan 7 425 8 739.1 | 1086 1249.8| 1732.8| 1914 1884.5! 1627.7| 1303.3| 801.5 | 473.1 319.7
Lat. 42° R. 1035 |0.4310.458 | 0.406 | 0,480 | 0.508 | 0.514 | 0.498 | 0,403 | 0.456 | 0.333 | 0.3d9
EL 856 it is 2%.0 26.4 | 35.7 |48.4 | 59.8 |70.3 |74.5 [ 724 [656.0 | 54.5 | 40.0 | 29.0

Notes: a. Liu, B. Y. H. and Jordan, R. C., 1963. “A Rational Procedure for Predicting
the Long-Term Perfomanice of Flat Plate Solar Epergy Collectors.” Sofar
Energy. Vol. 7, No. 2, pp. 71-74.
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Appendix 4F—Continued
; Jan Feb Mar Apr May ; Jun July Aug Sep Oct Nov i Dec
~ i i
East Wareham, Mass. H 5044 |762.4 | 1132.1; 1392.6, 1704 8| 19583 1873.8| 1607.4, 1363.81 996.7 | 636.2 } 521
Lat. 41°46’' N. K, 10398 | 0.431 | 0.460 | 0.449 | 0.480 | 0.520 | 0.511 | 0.48% | 0.508 | 0.496 | 0.431 | 0.461
EL 18 ft 6 | 32.2 1.6 {39.0 |48.3 |58.90 |67.5 {741 {728 [65.9 |56 46 | 3.8
Edmonton, Alberts A 13317 |652.4 | 1165.3 1541.7) 1000.41 1014.4) 1964.9) 1528 | 1113.3 704.4 | 413.6 1245
Lat. 53°35" N. K, 10520 | 0.585 | 0.624 | 0.564 | 0.558 | 0.514 | 0.549 | 0.506 | 0.506 | 0.504 | 0.510 | 0.492
ElL 2219 fu & 110.4 14 2.3 | 42.9 | 554 |61.3 |66.6 |63.2 |52 (#1267 140
El Paso, Texas B | 1247.6 | 1612.9 2048.7) 2447.2 2673 | 2731 | 2301.11 2350.5 2077 5 1704 8 1324.7 | 1051 6
Lat. 31748’ N. i K, | 0.68 | 0.714 ] 0.730 ' 0.741 | 0.743 | 0.733 [ 0.652 | 0.669 | 0.693 | 0.695 | 0.647 | 0.626
El. 3916 ft to 1471 53.1 | 58.7 |67.3 |75.7 184.2 |84.9 | 834 |785 169.0 56.0 | 485
Ely, Nevada f 8716 | 1255 | 1740.8 2103.3 2322.1) 2649 | 2417 | 2307.7] 1935 | 1473 | 1078.6 | 814.8
Lat. 33°17' N. K. | 0618 {0.660  0.692 | 0.664 | 0.649 | 0.704 | 0.656 | 0.695 | 0.696 : 0.691 | 0.658 | 0.64
El. 6262 ft Py | 27.3 321 1305 |48.3 |57.0 |65.4 |74.5 | 7283 [63.7 |521 [39.9 |31t
Fairbanks, Alaska "H 166 283.4 | 860.5 | 1481.2: 1806.2 10708 1702.9, 1247.6, 699.6 | 323.6 | 104.1 Yoo
Lat. 64°49° N. P K, '0.639 0.556 | 0.674 | 0.647 | 0.546 | 0,520 | 0.485 | 0.463 | 0.419  0.416 | 0.47 ; 0.458
El. 436 ft ltp | —7.0 103 130 [ 322 5.5 |624 {638 583 [47.1 |296 55 | ~6.6
Fort Worth, Texas | 7 8362 111985 1597.8) 1820.1 2105.1] 2437.6 2203.3; 2216.6. 1880.8 1476 [ 1147.6 ' 013.6
Lat. 32°50° N P K, 0.530 ; 0.541 ! 0.577 | 0.556 | 0.585 | 0.651 | 0.624 { 0.653 ; 0.634 | 0.612 | 0.576 | 0.563
EL 544 ft. ity | 48.1 523 | 598 |68.8 | 759 |B4.0 |87.7 |86 813 715 } 58.8 1 50.8
i ; | | i
Fresno, Calif. VA 7129 | 1116.6 1652.8 2040.4 2400.2 2641.7) 2512.2, 2300.7! 1807.8 1415.5 906.6  616.6
Lat. 36°46° N. K. 1 0.462 | 0.551 | 0.632 , 0.638 P 0.672 | 0.703 | 0.682 1 0.686 | 0.665 '0.635  0.512 : 0.4
El. 331 ft. h 47.3 :53.9 |59.1 656 |73.5 (807 |87.5 |84.9 ;786 €8T |57.3 489
Gainesville, Fla. L H 110369 | 1324.7) 1635 | 1956.4 1934.7) 1960.9; 1895.6; 1873.8' 1615.1] 1312.2 1169.7 ?l 919.5
Lat. 26°3¢" N. I %, 10.535 | 0.56 | 0.58 |0.587 | 0.538 | 0.531 : 0.519 | 0.547 | 0.529 . 0.515 ¢ 0.537 | 0.508
El. 165 ft i to 1 62.1 63.1 [67.5 | 72.8 |79.4 [83.4 {8.8 8.1 |82 75.7 | 67.2 | 62.4
! b
Glasgow, Mont. {H 5727 9657 1437.6 1741.3' 2127.3! 2261. 6, 2414.7;, 1984.5 1531 | 997 ! 574.9 . 428.4
Lat. 48°13" N. | K. | 0.621 | 6.678|0.672  0.597 | 0.611 | 0.602 0666 0.630 | 6.620 | 0.593 { 0.516 | 0.548
El 2277 ft | to §13.3 17.3 [ 31.1 | 47.8 | 59.3 |[67.3 |76 73.2 |61.2 {490.2 | 31.0 : 18.6
Grand Junction, Colorado i H | 848 1210.7) 1622.9) 2002.2 23003, 2645.4; 2517.7) 2157.2 1957.5' 1304.8 469.7 * 793.4
Lat. 39°%07' N. VK, 10597 0633 0.643;0.632 | 0.643 | 0.704 | 0.690 | 0.65 | 0.705 - 0 654 0.59 @ 0.621
El. 4849 ft ftp . 26.9 35.0 L 416 1558 | 66.3 [75.7 {825 79.6 !71.4 ; 58.3 |42.0 31.4
Grand Lake, Colo. b 735 1135.4 1579.3! 1876.7 1974.9' 2360.7 2103.3! 1708.5 1715.8 1212.2 775.6 ‘ 660.5
Lat. 40°15° N. K, lo3511 | 0.615 0.637]0.597 ] 0.553 1 0.63 | 0.572 | 0.516 | 0.626 | 0.583 . 0.49¢ , 0.542
El. 8389 f1 lo 185 23.1 | 285 39.1 [48.7 [56.6 |62.8 |61.5 | 5565 |45.2 ;30.3 22.6
i !
Great Falis, Mont. | 8 52 ] 869.4 | 1369.7| 1621.4; 1970.8 2179.3] 2383 | 1986.3| 1536.5 084.9 | 575.3 | 420.7
Lat. 47°20" N, K, 10552 ;0.596 0.631 ! 0.561 | 0.565 ! 0.580 | 0.656 | 0.627 | 0.626 ; 0.574') 0.503 ! 0.518
ElL 3664 ft to | 25.4 276 1356 |47.7 {57.5 |64.3 | 73.8 |71.3 |60.6 [51.4 |38 29.1
Greensbhoro, N. C. [ | 743.9 | 1031.7 1323.2 1755.3| 1988.5' 2111.4! 2033.9. 1810.3| 1517.3; 1202.6, 008.1 ; 6908
Lat. 36°05° N. K. | 0.460 | 0.409  0.499 | 0.543 | 0.554 | 0.563 | 0.552 | 0.538 | 0.527 | 0.531 | 0.501 | 0.479
ElL 891 f1 , |42.0 (442 |51.7 |60.8 |69.9 |78.0 |80.2 |78.9 |73.9 [62.7 |51.5 |43.2
Griffin, Georgia A | 889.6 | 1135.8 1450.9! 1923.6 2163.1| 2176 | 2064.9. 1961.2' 1605.9; 1352.4 1073.8 = 781.5
Lat. 33°15" N. K, 0513 {0.517|0.528 ] 0.58 | 0.601 | 0.583 | 0.562 | 0.578 | 0.543 ; 0.565 | 0.545 ! 0.487
El 980 ft te |48.9 510 |59.1 | 66.7 |74.6 |B81.2 |83.0 |822 [78.4 |68 57.3 | 49.1
Hatteras, N. C. B (8019 | 1184.1 1590.4 2128 : 2376.4] 2438 | 2334.3 2085.6, 1758.3/ 1337.6: 1053.5 & 798.1
Lat. 35°13" N. K. 10.546 | 0.563 { 0.593 ; 0.655 ! 0.661 | 0.652 | 0.634 | 0.619 | 0.605 | 0.58 | 0.566 | 0.535
EL 70t to |49.9 | 495 |54.7 (015 i 69.9 177.2 | 80.0 | 79.8 |76.Y |67.9 |59.1 51.3
Indianapolis, Ind. A 152.2 | 797.4 1184.1) 1451.2 1825 | 2042 | 2039.5 1832.1] 1513.3 1094.4, 662.4 491.1
Lat. 39°44' N. - K. 10380 | 6.424 0472 ]0.47 ! 0.511 | 0.543 { 0.55¢ | 0.552 | 0.540 | 0.520 : 0.413  0.301
EL 793 ft to |31.3 33.9 [43.0 |54.1 (649 |74.8 |79.6 [77.4 1706 | 59.3 | 44.2 33.4
_ | ,
Inyokern, Calif. H | 1148.7 | 1554.2. 2136.0! 2504.8 2025.4 3108.8 2908.8 2759.41 2409.2: 1819.2) 137G,1 | 1094.4
Lat. 35°39' N. X, 10716 |0.74510.803 | 0.8 0.815 ! 0.830 } 0.790 | 0.820 | 0.83+ | 0.795 | 0.743  0.742
EL 2440 it to 475 53.9 | 59.1 | 65.6 | 73.5 1807 |87.5 {849 | 786 |68.7 | 57.3 48.9
Ithaca, N. Y. g ! 434.3 | 755 1074.9 1322.9° 1779.3) 2025.8, 2031.3| 1736.9 1320.3 918.4 L 466.4 | 370.8
Lat. 42°27" N. ‘K, 1035 0435045 }0.428 | 0.502 | 0.538 | 0.55¢ | 0.530 | 0,497 | 0.465 : 0,324 | 0.337
ElL. 950 ft to | 27.2 26.5 . 36 18.4 isg.ﬁ 68.9 [ 73.9 | 71.9 i34.2 53.6 iu.s 29.6
Lake Charles, La. £ [ 899.2 ; 1145.7 1487.4 1801.8, 2030-4| 2213.3 1968.¢ 1910.3; 1678.2 1505.5 1122.1 | B75.6
Lat. 30°13' N. K, 10473 |0.492  0.521 | 0.542 | 0.578 : 0.507 | 0.538 | 0.558 | 0.553 | 0.507 | 0.524 0.404
El 12 1t {v | 55.3 58.7 | 63.5 [ 709 |v7.4 [ B3.4 |B48 850 ;8.5 | 73.8 l 62.6 56.9
Lander, Wyo. 0 | 786.3 | 1146.1: 1638 : 1988.5 2114 | 2402.2 2438.4 2120.6; 1712.9, 1301. 8 837.3 | 6018
Lat. 42°48" N. K, 065 [0.67206910.647 | 0.507 | 0.662 | 0.665 | 0.649 | 0.647 | 0.666 | 0.589 . 0.643
ElL 3370 ft (o |20.2 26.3 | 34.7 [45.5 | 56.0 [65.4 ;746 [72.5 1614 ;483 33.4 | 23.8
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Appendix 4F—Continued

Jan Feb Mar Apr May Jun July Aug i Sep Oct Nov Dec
Laa Vegas, Nev. a 1035.8 | 1438 1926.5 2322.8| 2620.5] 2799.2| 2524 2342 2062 1602.6) 1190 964.2
Lat. 36°05" N. F: 4 0.654 0.607 | 0.728 | 0.719 | 0.732 | 0.746 | 0.685 ! 0.607 | 0.716 | 0.704 ; 0.657 0.668
El. 2162 ft £y 47.5 53.9 60.3 69.5 78.3 88.2 95.0 92.9 85.4 7L.7 57.8 50.2
Lement, Illinois il | {594) 879 1255.7| 1481.5{ 1866 2041.7) 19908 1836.9] 1469.4 1015.5 (639) (531}
Lat. 41°30’ N. K, | (0.464)] 0.496 | 0.520 | 0.477 | 0.525 0.542 | 0.542 : 0.559 | 0.547 | 0.506 | (0.433)! (0.467
El. 595 {t 11 28.9 30.3 39.5 49.7 59.2 70.8 75.6 74.3 67.2 37.6 43.0 30.6
Lexington, Ky. A - — — 183:.71 2171.2 — 2246 .50 206%.9; 1775.6) 1315.8 — 681.5
Lat. 38%02' N. K, — - — | 0.575 | 0.606 —_ G.610 | 0.619 | 0.631 | 0.604 - 0.513
El. 979 ft to 36.5 38.8 47.4 | 57.8 67.5 76.2 79.8 78.2 72.8 61.2 47.6 38.5
Lincoln, Neb. B 712.5 055.7 | 1200_6| 1587.8] 1856.1) 2040.6| 2011.4| 19002.6] 1543.5} 1215.8.773.4 643.2
Lat. 40°51" N. R, | 0.542 ; 0.528 | 0.532 | 0.507 | 0.522 | 0.542 0.547 | 0.577 | 0.568 | 0.596 | 0.508 0.545
EL 1189 {t to 27.8 32.1 42 4 55.8 65.8 76.0 82.6 80.2 7L.5 59.9 43.2 31.8
Little Rock, Ark. A T04.4 074.2 | 1335.8 1660.4 1960.1 2001.5 2081.2 1038.7] 1640.6} 1282.6; 913.6 701.1
Lat. 34°44’ N. K. | 0.42¢4 ! 0.458 | 0.496 | 0.513 | 0.545 | 0.559 | 0.566 | 0.574 0.561 | 0.552 | 0.484 0.463
El. 265 ft te 4.6 43.5 56.0 65.8 73.1 76.7 85.1 8.6 78.3 67.9 | 4.7 46.7
Los Angeles, Calif. (WBAS) 7 930.6 1284 .1i 1729.50 1948 2196.7| 2272.3| 2413.6] 2155.3] 1898_1] 1372.7| 1082.3 | 901.1
Lat. 33°36" N. R, | 0.547 0.596 | 0.635 | 0.595 | 0.610 | 0.608 | 0.657 | (5.635 | 0.641 | 0.574 | 0.501 0. 566
El. 99 £} | 56.2 55.9 59.2 61.4 64.2 66.7 69.6 70.2 69.1 66.1 62.6 8.7
Los Angeles, Calif. (WBO) g ! 911.8 1223 .6 1640.9) 1866.8 2061.20 2259 2428 4| 2198.9! 1891.5 1362.3| 1053.1 ; 877.8
Lat 34°03" N. K. 0.538 0.568 | 0.602 ! 0.571 } 0.573 | 0.606 | 0.56 6.648 | 0.643 | 0.578 | 0.548 0.566
tg ; 57.9 59.2 61.8 643 67.6 70.7 75.8 76.1 74.2 69.6 65.4 60,2
Madison, Wis, 5' 564.6 g12.2 1 1232.1! 1455.3) 1745.4] 2031.7] 2046.5 1740.2) 1443.9! 993 555.7 4959
Lat. 43°08" N. K. '0.49 0 478 | 0.522 : 0.474 1 0.493 | 0.510 | 0.559 | 0.534 ! 0.549 | 0.510 | 0.396 0.467
Ll s66 ft o :21.8 : 21.6 | 353 49.0 61.0 70.9 76.8 74.4 65.6 53.7 37.8 25.4
Matanuska, Alaska H 119.2 ! 345 — 1327.6( 1628.4 1727.6] 1526.9| 1169 737.3 | 373.8 | 142.8 56.4
Lat. 61°30" N. K.,  0.513 | 0.503 — 0.545  0.494 | 0.466 : 0.434 | 0.419 | 0.401 | C©.390 | 0.372 0.364
El. 186 £t ; to 13.9 i21.0 27.4 386 50.3 57.6 60.1 58.1 50.2 37.7 22.9 13.9
Aedford, Oregon ' f_! 435.4 t R04.4 | 1259.8! 1807.4 2216.20 2440.5 2607 .4 2261.61 1672.3) 1043.5 358.7 346.5
Lat. $2°23" N. K. ;0353 0.464 | 0.527 | 0.584 | 0.625 ] ¢.648 | 0.710 ! (.689 | 0.628 | 0.526 | 0.384 0.313
El. 1326 ft to 39.4 15.4 5.8 36.3 63.1 69.4 76.9 76.4 | 69.6 58.7 47.1 0.5
Miami, Florida ] f:f i 1202.2 i 1554.6! 1828.8| 2020.6| 2068.6; 1991.5 1992.6| 1890.8; 1646.8] 1436.5 1321 1183.4
Lat. 25°37" N. K. 10.604 0.616 0612 0600! 0.578 ; 0.545 | 0.552 1 0.549 | 0.525 : 0.531 | 0.559 0.588
El. 91t | o 1 71.6 72.0 73.8 77.0 9.9 82.9 84.1 2.5 83.3 80.2 75.6 72.6
Midland, Texas : EI 10664 E 1345.70 1784.8 2036.1 2301.1i 2317.7; 2301.8 2193 1021.8 1470.8] 1244.3 1 1023.2
Lat. 31°56" N. K. | 0.587 0.596 | ©.638 i 0.617 | 0.639 | 0.622 i 0.628 | 0.643 | 0.642 1 0.600 | 0.609 0.611
El 2854t to | £7.9 52.8 60.0 | 68.8 77.2 83.9 | 85.7 85.0 78.9 70.3 56.6 49.1
Nashville, Tenn. f:f i 586.7 :‘ 907 1246.8) 16862.3] 1997 2148, 4 2079.7] 1862.7' 1600.7| 1223.6 823.2 614.4
Lat. 36°07" N. K, | 0.373 | .40 ; 0.472 | 0.51%, 0.556 ; 0.573 | 0.565 i 0.554 | 0.506 ; 0.510 ] 0.4564 0.426
ElL. 605 ft to 42.6 | 45.1 ' 52.9 63.0 71.4 80.1 83.2 81.9 76.6 65.4 52.3 4.3
Newport, R. L. H 565.7 856.4 ; 1231.7| 1484 .8 1819 20i9.2 1942.8) 1687.1] 1411.4] 1035.4 656.1 527.7
- Lat. $1°29" N. K, | 0.438 0.482 | 0.507 | 0.47 0.520 | 0.536 | 0.529 ! 0.513 | 0.524 | 0.512 | O.14 0.460
. El. 60t i 29.5 32.0 39.6 48.2 58.6 67.0 73.2 72.3 66.7 6.2 46.5 34.4
" New York, N. Y. q 539.5 760.8 | 1180.4 1426.2| 1738.4; 1994.11 1938.7 1605.9) 1349.4 977.8 | 598.1 176
Lat. 40°46" N. K, | 0.406 3.435 | 0.480 | 0.455 | 0.488 | 0.53 % 0.528 1 0.486 | 0.500 | 0.475 | 0.397 0.403
El. 532 f¢ to 35.0 34.9 3.1 52.3 63.3 72.2 76.9 75.3 69.5 58.3 18.3 37.7
Qak Ridge, Tenn. i 604 8959 | 1241.7' 1680 6] 1942.8 2066.4} 1972.3] 1795.61 1£59.8 1194.8 706.3 610
Lat. 36°01" N. K. ! 0.382 0.435 | 0.1471 | 0.524 | 0.541 | 0.551 | 0.536 | 0.534 | 0.542 | 0,527 | 0.438 0.422
Et. 905 ft ta | 41.9 44.2 51.7 61.4 69.8 77.8 80.2 78.8 74.5 62.7 50.4 42.5
Oklahoma City, Okiahoma H 038 1192.6, 1534.3| 1849.4; 2005.1 2356 2273.8) 2211 1819.2| 1409.61 1085.6 | 897.4
Lat. 35°24' N. K. | 0.580 06.571 | 0.576 | 0.570 | 0.558 | 0.629 | 0.618 | 0.656 | 0.628 | 0.614 | 0.588 0.608
El. 1304 ft to 0.1 45.0 53.2 63.6 7.2 | 80.6 85.5 85.4 7.4 66.5 | 52.2 43.1
(Ottawa, Ontario H 53291 852.4 | 1250.5! 1506.6) 1857.2 3084.5 2045.4] 1752.4 1326.6| 826.9 | 158.7 408.5
Lat. 45°20° N. K. 019 0.54G | 0.554 | 0.502 | 0.529 | 0.554 | 0.560 | 0.546 | 0.521 { ¢.450 | 0.359 0.436
El. 339 ft s 14.6 15.6 27.7 43.3 57.5 67.5 | 71.9 69.8 61.5 18.9 35 19.6
Phoenix, Ariz. A 1126.6 | 1514.7) 1967.1| 2388.2 2709.6| 2781.5 2450.5, 2299.6! 2131.3! 1688.9 1290 1040.9
Lat. 33°26" N. K: | 065 0.691 1 0.716 | 0.728 | 0.753 | 0.745 | 0.667 | 0.677 | 0.722 | 0.708 0.657 0.652
El 1112 1t Lo 54.2 58.8 64.7 72.2 80.8 89.2 %46 92.5 87.4 75.6 62.6 56.7
Portland, Maine a 566.7 874.5 | 1329.5 1528.4! 1923.2 2017.3 2095.6 1799.2 1428.8) 1035 591.5 507.7
Lat. 43°39" N. K. ] 0.482 0.524 1 0.560 | 0.500 | 0.544 | 0.535 | 0.572 | 0.554 | 0.546 | 0.539 0.431 0.491
El 63 it te 2.7 245 | 344 |44.8 | 554 |65.1 (71.1 |68.7 |6L.9 |51.8 | 40.3 28.0
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Appendix 4F—Concluded

Jan Feb Mar Apr May Jun 1 July Aug Sep Oct 1 Nov Dec
Rapid City, S. D. A | 687.8 | 1032.5 1503.7) 1807 | 2028 | 2193.7) 2235 8 2019.9 1628 | 1179.3' 763 1 | 590.4
Lat. 44°09° N. K. [0.601 10.627 |0.649 | 0.594 | ¢.574 | 0.583 | 0.612 | 0.622 | 0.628 | 0.G24 | 0.566 | 0.588
El. 3218 ft to | 247 1274 3347 | 482 |58.3 [67.3 {76.3 |75.0 |64.7 |52.9 |38.7 29.2
Riverside, Calif. A | 9906 | 1335 | 1750.5! 1943.2| 2282.3] 2492.6] 2443.5] 2263.8 1955.3' 1509.6| 1169 | 979.7
Lat. 33°57' N. K, |0.58 0617|0643 | 0.594 | 0.635 | 0.667 | 0.6065 | 0.668 | 0.G65 | 0.639 | 0.606 | 0.626
El. 1020 ft tc |55.3 {670 |GO6 650 [69.4 |74.0 {8.0 |81.0 |785 [ 71.0 |63.1 57.2
Saint Cloud, Minn. H | 632.8 | 976.7 1 1383 | 1548.1| 1850.4] 2003.31 2087.8 1828.4] 1309.4 890.4 | 545.4 | 463.1
Lat. 45°35° N. K. |0.595 |062] 0614 |0.534|0.530 0533 0.573 | 0.570 { 0.539 | 0.490 | 0.435 | 0.304
El. 1034 ft fe 1136 [16.9 1298 |46.2 |588 |68.5 |74.4 | 71.9 [62.5 [50.2 |32.1 18.3
Salt Lake City, Utah g |21 ;o8 | 1301.1)1813.3) - — — — | 1689.3 1250.2] — 352.8
Lat. 40°46’ N K. [0.468 |0.909 | 0.520 | 0.578 — — — | 0.621 | 0.610 0.467
El 4227 ft o | 294 |36.2 {444 [ 539 [63.1 |71.7 !81.3 {79.0 |68.7 |57.0 |42.5 34.0
San Antonio, Tex. B 1045 | 1299.2] 1560.1| 1664.6] 2024.7 814.8 { 2364.2, 2185.2) 1844 .6 1487 4 1104.4 | 951.6
Lat. 29°32' N. K. | 0.541 ;0.550 | 0.542 | 0.500 | 0.563 | 0.220 | 0.647 | 0.637 | 0.603 | 0.584 | 0.507 | 0.528
El. 794 ft to 1537 584 |650 |72.2 |79.2 |85.0 |87.4 [ 87.8 !82.6 [T74.7 |63.3 56.5
Santa Maria, Calif. B | u83.8 |1206.3 1805.9; 2067.9 2375.6) 2599.6] 2510.6 2203 3, 1965.7) 1566.4! 1160 943 .9
Lat. 34°54" X, K, |0.595 [ 0.613 | 0.671 | ¢.636 | 0.661 | 0.695 | 0.G90 | 0.678 | 0.674 | 0.676 | 0.624 | 0.627
El 238 it to | 54.1 [55.3 |57.6 [59.5 |61.2 |63.5 |65.3 |657 |65.9 |64.1 | 6G0.8 56.1
Sauli Ste. Marie, Michigan | H | 483.6 | 843.9 | 1336.5 1559.4| 1062.3] 2064.2 2149.4) 1767.9; 1207 | 808.2 | 392.2 | 359.8
Lat. 46°28' N, K. 10,490 [0.560 | 0.606 | 0.526 | 0.560 | 0.548 | 0.500 | 0.554 | 0.48] | 0.457 | 0.323 | 0.408
ElL 724 it & | 16.3 16.2 | 25.6 |39.5 [52.1 [61.6 |67.3 |66.0 |57.9 |46.8 | 33.4 21.9
Sayville, N. Y. H | 6029 |936.2|1259.4 1560.5) 1857.2) 2123.2 2010.9) 1734.7) 1446.8 1087.4 6Y7.8 | 533.0
Lat. 40°30" N K. 10.453 }0.511 | 0.510 { 0.498 | 0.522 | 0.564 | 0.555 | 0.525 ] 0.530 | 0.527 | 0.450 ] G.447
EL 20 ft to |35 349 [43.1 /523 163.3 {72.2 |76.9 {753 169.5 |59.3 |48.3 37.7
Schenectady, N. Y. B | 188.2 732 5| 1026.6) 1272.3| 1553.1| 1687.8) 1662.3] 1494.8 1124.7) 820.6 | 436.2 | 356.8
Lat 42°50' N. K, | 0.406 | 0.441 [ 6.422 | 0.413 1 0.438 | 0.448 | 0.454 | 0.458 | 0.426 | 0.420 ; 0.309 | 0.331
ElL 217 1 o | 247 1246 1320 483 ;517 [70.8 [ 76.2 {73.7 [0G4.6 |[53.1 | 40.1 28.0
Seattle, Wash. B {2826 |520.6|992.2 1507 | i331.5! 1909.9 2110.7 1688.5 1211.8 702.2 | 386.3 | 239.5
Lat. 47°27° N. K. 10.296 |0.355|0.456 | 0.510 | 0.538 | 0.508 | 0.581 | 0.533 | 0.492 | 0.407 ; 0.336 | 0.292
El. 386 it L, |42 45.0 |1 48.9 [543 |50.8 |64.4 | 684 167.9 633 [563 |48.4 Ho1
Seattie, Wash. B 1252 471.6 | 917.3 | 1375.€) 1664.5 1724 | 1805.1| 1617 | 1129.1; 638 | 325.5 | 218.1
Lat. 47°36’ N. K. |0.266 [0.32¢4 [ 0.423 | 0.468 | 0.477 | 0.459 | 0.408 | 0.511 | 0.450 | 0.372 | 0.283 | £.269
EL 14 ft f. [38.9 [429 [46.9 [51.9 |58.1 |62.8 |67.2 |66.7 |6L.6 |54.0 | 45.7 1.5
Seabrook, N, J. A | 501.9 {84.2|1195.6| 1515.8' 1800.7, 1964.6| 1940.8] 1715 1 1445.7| 1071.9! 721.8 | 522.3
Lat_ 39°30' N. K. 10.426 | 0.453 | 0.476 | 0.481 | 0.504 { 0.522 | 0.530 | 0.517 | 0.524 | 0.508 | 0.449 | 0.416
EL 100 ft to |39.5 1376 |43.9 |54.7 | 64.9 |74.1 [ 79.8 |77.7 160.7 |61.2 | 485 3.3
Spokane, Wash. A 4161 | 837.6 | 1200 | 1764.6' 2104.4l 2226.5) 2479.7} 207G | 1511 | 834.6 ; 486.3 ; 279
Lat. 47°40° N. K, | 0.478 | 0.579 | 0.556 | 0.602 | 0.603 | 0.503 | 0.684 | 0.656 | 0.616 | 0.494 | 0.428 | 0.345
El. 1968 to | 26.5 (317 |40.5 [49.2 | 57.9 |e64.6 | 73.4 |71.7 62.7 | 51.5 |37.4 30.5
State College, Pa. H {3501.8 | 740.1 | 1106.6) 1399.2! 1754.6, 2027.C, 1968.2; 1690 | 1336.1 1017 | 580.1 | 443.9
Lat. 40°48' N. K., 0381 [0413|0450 | 0.438 | 0493 0.539 | 0.536 | 0.512 | 0.492 | 0.496 | 0.379 | 0.37%
EL 1175 ft to |31.3 [31.4 {398 |51.3 [63.4 | 71.8 {758 |73.4 |66.1 |55.6 |43.2 32.6
Stiliwater, Okla B 1 763.8 | 1081.5 1463.8] 1702.6' 1870.3; 2235.8 2224 .3 2039.1/ 1724.31 1314 : 991.5 | 783
Lat. 36°09" N K, |0.481 | 0527 | 0.555 | 0.528 | 0.523 | 0.596 | 0.G04 | 0.607 | 0.599 | 0.581 | 0.548 | 0.5
ElL 910 ft to |41.2 |456 1538 [6e.2 1716 |B1.1 | 8.9 | 859 [77.5 |67.6 |52.6 43.9
Tamra, Fla. B | 1223.6 1 1461.2] 1771.9; 2016.2) 2228 | 2146.5 1991.9' 1815.4) 1687.8 1493.3 1328.4 | 1119.5
Lat. 27°55' N. K. |o6es {0.600|060610.60210.620|0.583 | 0.548 | 0.537 | 0.546 | 0.572 | 0.500 | 0.580
ElL 11 ft th [ G4.2 [65.7 [68.8 | 74.3 | 79.4 183.0 | 8.0 | 814 18290 |77.2 |69.6 65.5
Toronte, Ontario A 14513 {674.5 | 1088.9] 1388.2) 1785.2 1941.7] 1968.6! 1622.5 1284.1| 836 | 458.3 | 352.8
Lat. 43°41' N. E, | 0.38 | 0.406 | 0.467 { 0.455 | 0.506 | 0.516 | 0.539 | 0.500 | 0.403 | 0.438 | 0.336 ; 0.346
El 379 ft to |26.5 7260 {34.2 |16.3 |58 68.4 | 738 |71.8 64.3 |[52.6 |40.9 302
Tucson, Arizona B | ume|1as3.8  — | 2s31.70 — | 2001.4] 2202.2 2179.7] 2122.5) 1640.9| 1322.1 | 1132.1
Lat. 32°07' N. K. 10648 | 0616 0.738 — ] 0.698 | 0.625 0640 0.710 | 0.672 | 0.630 | 0.67%
EL 2556 ft fo {53.7 |57.3 1623 [69.7 [ 78.0 [87.0 1900.1 |87.4 |84.0 [73.9 1625 56.1
Upton, N. Y. A 583 £72.7 k 1280.4 1609.9 1891.5 2159 | 2044.6) 1789.6 1472.7) 1102.6; 686.7 | 551.3
Lat. 40°52' X, K, | 0441 |0.483 1 0.522 1 0.5314 | 0.532 1 0. 574 | 0.557 | 0.542 | 0.542 | 0.538 | 0.418 | 0.407
EL 75 f1 [fo [35.0 349 {431 1523 [ 63.3 (722 |76.9 [75.3 |69.5 |59.3 | 48.3 37.7
Washington, D. C. (WBCO) A | 632.4 | 901.5 1255 | 1600.4 1846.8 2080.8) 1929.9) 1712.2) 1416.]| 1083.4 763.5 594.1
Lat. 38°51' N. K. |0.435 | 0.470 | 0.496 ' 0.501 | 0.516 | 0.553 | 0.524 | 0.516 | 0.520 | 0.506 | 0.464 | 0.460
EL 64 ft fo (384 1396 [48.1 |5i.5 |67.7 1 76.2 | 79.9 ; 7.9 1722 |60.9 | 50.2 40.2
Winnipeg, Man. H 1488.2 | 835.4, 1354.2 1641.3) 1904.4 1962 | 2123. Gi 1761.2 1180.4 767.5 ' 441.6 | 345
Lat. 49°54" N. K. ) 0.601 |0.636° 0.661!}0.57 0 550 | 0.524 | 0.587 | 0.567 | 0.504 | 0.482 | 0.436 | 6.503
EL 786 ft 3.2 7.1 2.8 | 409 653 {71.9 | 69.4 [58.6 | 456 |25.2 10.1
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Appendix 4G Build Your Own Flat Plate Collector
by John Randolph and Marty Jackson

The following collector design, developed and tested
at The Evergreen State College, combines reasonable
cost with high performance and durability (The cost is
about cne hundred dollars if all parts are bought at retail
stores. This price can be reduced significantly if you al-
ready have some of the materials or scavenge them from
such places as old buildings, etc.)

The colector incorporates a wood box frame of 1
X 6 mahogany or redwood about three feet wide and six
and one-half feet long. See figure 4G-1. One sheet of
tempered glass on top of the box covers an array of one-
half inch copper tubing soldered to 0.010 inch copper
sheet fins. A space of about one inch is required between
the glazing and the array The amay is “free floating”
above three and one-half inches of normal household
insuletion separated by a sheet of plywood. Free floating
means that the amay of fins and tubing does not rest
direcily on the piywood flooring but actually is raised
about one-half inch above, supported at the head, middle
and foot. Aluminum foil is placed over the floor to reflect
heat back onto the amay Finally, a sheet of plywood
closes the bottom of the box.

Dimensions for this collector have been determined
solely by the 34" x 76" size of the glazing that we could
obtain. Anyone designing or building a collector should
take limiting factors such as glazing and copper sheeting
sizes into account. lt seermns reasonable that most collec-
tors will be designed around the glass as most other ma-
terials can easily be fitted to it.

A. Materials:

Description Unit Cost Amount Price
1. Glazing — 34" x 76" $10.00/
sheet 1 sheet $10.00
2. Copper sheeting — 0.010" $1.40/sq. 19%sq.
foot ft. $27.30
3. Copper tubing — 14" $0.3%H. 36t $14.04
4. Copper tubing — 3" $0.5%41. 5t $ 295
5. Copper tees — %" x 33"
X Ug" $0.51/tce 12 tees $ 612
6. Copper caps — 34" $0.30/cap 2 caps $ 0.60
7. Solder $750Mb. ‘'2lb. $ 375
8. Flux $0.7%%ar 1jar $ 0.79
9. Mahogany — 1 x 6 $0.45/4. 20t $ 9.00
10. Plywood $5.00/4
x 8sheet 2sheets $10.00
11. Fiberglass insulation 32"  $0.20/sq.
x 1%’ R-11 ft. 18sq. ft. $ 3.60
12, Butyl rubber caulking $2.00/
tube 1 tube $ 2.00
13. Marine vamish $7.00/gt.  1qt, $ 7.00
14. Temperature resistant flat-
black paint $3.00/can 1 can $ 3.00
15. Miscellaneous {nails,
screws, glue, aluminum
foil, etc.) % 2.00
TOTAL  $102.15
COST/SQ. FOOT  $5.68

Mahogany y
Box Frame —. o -

//.-" Cepper Tube

% Plywoed Boftom --.- - -— A s Saldered
1o 010" Copper
¥ Capper Tube | t Sheet Fins
Header with &7 - i
: " Phywood
Support Under space filed L, ¥ Phywood Floar

covered with

wilh fsulanon Alurminue Foll

Figure 4G-1 Collector details

B. Box Construction:

The dimensions for our box are given in figure 4G-2 but
again the design was dependent on our glass size. All

- e

suppor! blocks ./

i
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19%" 194" a8%” |

| I ]
Sl i i i q

T supparts ) '
I

(.;L{. 2"

254"

nside
Frdd

SIDE VIEW - DIMENSIONS TO
QUTSIDE FACE OF FRAME

%" Copper Tube
‘o profrude trom (7Y

Collector Box

Cut Hole 1o JJ
fit Array above
v Suppaort
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Figure 4G-2 Dimensions and Frame Details
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Appendix 4G—Continued

joints and overlapped areas should be cemented with a
good waterproof glue and screwed or nailed. This is im-
portant for durability.

The frame is constructed first with the end pieces
overlapping the side lengths. To keep the box as straight
as possible for better fit of the glass, the box frame should
be constructed first with the bottom then immediately
being put on. In this way any warps in the frame can
easily be taken out by aligning the frame on the straight
edges of the bottom and nailing and glueing them fo-
gether.

The middle support frame should be put in next along
with all the floor support blocks. All of the support pieces
should extend up from the bottom of the frame to support
the floor and leave a two inch gap between the top of the
floor and the bottom of the glass. Be sure to caulk around
the whole bottom and around all supporis and seams up
to floor level using a high temperature caulk (above
200°F) to seal it from any possible moisture that might
seep in through the edges.

Insulation can thzn be placed in the box, foil side up
to reflect heat back towards the array. In general, the more
insulation, the better, but in most areas three and one-
half inches of standard household fiberglass insulation (R-
11} is quite sufficient. If you are planning to mount your
collectors so that the bottoms of the boxes may be ex-
posed to the outside, you might consider designing a box
with more insutation space.

With the insulation in place, mark the frame above
each support piece and place the floor into the box onto
the supports. The floor should not be glued in but only
screwed down in case access is ever needed to the insu-
lation.

QOptiona! Size
Wood Strip
Over Edge
" Glass
[y VoA :,
« 7
= 5 7
A 7IN77777. !
“ Y, Space
A S for Caufking
4 k0 /] Above and
2 = 7] Below Giass
4 V

iop Edge _J\ ‘

of Box

on all sides leaving three-eighths inches for holding the
glass at the edge. One eighth inch is left on all sides of
the glass for expansion and contraction of the glass and
box, One-sixteenth to one-eighth inch should be left in
the depth of the groove with the glass so that sealer can
be placed above and below it. After grooving the top of
the box, caulk around the floor and up the sides at each
corner to the point where the glass will be.

Finally, three lengths of one-half inch array support
blocks should be glued onto the floor at the head, middle
and foot of the collector. Roll out sheets of aluminum foil
over the floor, shinier side up, and staple it down along
its edges. Covering the floor with foil will reflect more heat
back onto the fins.

C. Construction of Array

To begin, there is one fundamental rule: maximize the
area of the collector array surface to the size of the glazing
and box. On our collectors, we allow one-eighth inch be-
tween the interior of the box frame and the header pipes.
The more collector surface area there is, the higher the
efficiency of the collector will be. Keepirg this in mind
when designing, measure the depths of the fittings (usu-
ally one-half inch) to see how far the pipes will go into
them, then maximize the length of the risers in the box.
Our sizes are shown in figure 4G4 which also shows
how the pipes are assembled. Five and one-half inches
from center to center of risers is a good spacing compro-
mise between efficiency and economics. Also allow about
4 inches between the center of the side risers and the
inside edge of the box. This should save trimming of the
fins later on. Make sure that the openings into the array
are on opposite sides and corners.

W ox 1 Tube
with %" Cap

T 1 1
H W% WX U
Tee

i k i

be—— 15" Riggr —»]

73"

H ¥" Header

I T 1 I |
\ i 1 1 - R
%__SL’L_“.,} [ IL_EI]::":"ILH:I[ ]

Figure 4G-3 Glass Support

Figure 4G—-3 shows a section of the glass support.
Our boxes were designed so that we grooved the top of
the frame with a router and placed the glass actually into
the frame. One-quarter inch of frame supports the glass
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Figui= 4G-4 C - lloctor Piping

Carefully cut the tubes with a tubing cutter and piece
the array together. It may be worthwhile to cut the first
riser, put on its two tees and actually see if it will fit in the
box.




Appendix 4G—Continued

The next step involves cutting the copper sheeting
and putting it on the riser tubes. The first thing to do if
you are designing your own is to figure out how to best
use the copper sheeting without wasting any. Our fins
were made by unrolling the two foot wide roll and cutting
off six and one-half inch pieces. Because each fin is bent
around a riser tube, plan to cut long, thin pieces that can
be bent around one riser only for much easier assembly.
About one to one and one-quarter inches is needed to
bind halfway around a one-half inch nominal copper
nipe. Remember that one-half inch of the pipe must be
exposed on each end of the riser so that it will go into its
fitting. Metal shears are excellent for cutting the copper
sheeting and may also be used for any frimming that may
be needed later.

After all the fins are cut, a jig must be made to bend
them around the pipes. The key to a good bond is tight
metal to metal contact with little solder. Solder is a poor
thermal conductor compared to copper, so the less you
can use, the better efficiency you can obtain. See figure
4G-5.

To make the jig, rout out a groove lengthwise down
a2 x 6 atleast six inches longer than the fins. The groove
should be five-eighths inches wide and three eighths
inches deep. In another 2 X 6 of the same length, rout
out a similar groove but not as deep. This channel should
be five-eighths inches wide and only one-quarter inch
deep. Glue a wooden dowel of one half inch diameter
into the quarter inch groove of the 2 x 6. See figure
4G-6.

By placing a cut fin lengthwise down the length of
the jig and pressing, a good groove in the fin can be made.
Begin pushing the jig together, slowly at first, and then

T

Little Metal
te Metal Contact
— Much Solcer Needed

()

Much More Meta?
to Meta! Contact
— Very Little
Sclder Needed

Figure 4G-5 Beiter thermal contact can be obtained by pressing the
tubes into the fins.

Force

«—Fin

Figure 4G-6 The jig for bending the fins

beat it hard with & wooden mallet or jump on it. The more
groove there is, the better the thermal contact will be.
Check the fit of each fin on a piece of tubing. The best
fins will fit quite snugly when pushed on the tube.

The next step is to solder the fins onto the risers and
again fight contact between the tubing and the fins is
crucial. Another simple jig helps. Clamp a pairof 2 x 4
or similar wood to a table or nail them to a piece of ply-
wood so their lengths are three inches apart. If possible,
cover the wood with asbestos to help prevent the wood
from burning up.

It is very important to clean each riser and fin groave
carefully and completely with steel wool and solvent be-
fore soldering. Make sure to wipe off all the solvent and
keep fingers off the area to be soldered. Coat the riser
and fin groove with flux and put the two pieces together
so that enough room is left on the end of the riser for the
fitting. Center the pieces over the jig groove and have
someone or two push down hard on the tube with wood-
en blocks to protect their hands from the heat of the torch.
See figure 4G—7. It is essential that the people push hard
and steady untii the fin is completely soldered io the tube.

To solder, start at one end of the fin and heat the top
of the tube only with a small propane torch about an inch

Hard
Steady
Force

Vs

A

Figure 4G-7 Ancther jig for soldering the tubes to the fins.
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Appendix 4G—Continued

away, moving the torch back and forth along its length
about three inches. Solder is applied only when the flux
in the area is boiling. A good joint should only require
you to touch the solder to the gap on each side. You
shouldn’t have to continually run the solder down the gap.
It should flow by itself. The heat required for this kind of
soldering is very low {you don't want to burn up all the
flux), so adjust the flame of the torch so the blue part is
about one inch long. You may have to experimnent with
different adjustments.

The whole fin is soldered on in this manner by work-
ing your way down in about three inch lengths. You
should see solder fill the gap by itself. If you find that you
have to fill the gap and the solder isn’t flowing by itself,
use a little more heat. When you finish soldering the fin,
keep pressure on it for at least one minute so the solder
can cool down. There is the possibility that the joint may
crack if it is moved too soon.

It is a good idea to check the ends of each fin to see
how good a solder job was done. Each joint end should
have a small amount of solder extending all the way
around the connection. Butt up the next fin when you
finish and continue until all the fins are soldered on their
risers.

Remember: it is most important to have tubes and fin
grooves that are shiny clear for a good solder joint. Also,
use lots of flux and push the pieces together with a con-
stant and hard force.

When all the fins are soldered on, bend the fins per-
pendicular to the pipe and clean all the pipe ends and
fitting interiors with steel wool. Flux every piece and as-
semble the array with the exposed pipe facing towards
the glass. It is better to have the tube exposed to the sun’s
rays. You might want to solder the array together on the
floor. Put some 2 X 4s under the array to prop it off the
ground or table and push the pipes hard into the fittings.
Check by measuring and square the array. It's easy to cut
fins off the sides but nearly impossible to adjust the length.
It must fit in the box!

To solder, start at a tee in one end and heat the back
of the fitting only. When the flux in all the joints bubbles,
touch the solder to each joint until it flows all the way
around the pipe. Again, let the solder flow. When you can
see it go all the way around by itself, you know it will be
a good connection. Don't move or touch the aray until
you are finished and let it cool a few minutes when you
are done,

After soldering, you must test for leaks and to do this
you may have to come up with your own ideas for hard-
ware. We use rubber stoppers with a glass tube inserted
through them to hook the array up to the faucet, joined
by rubber surgical tubing. Cap the other end of the pipe
and hold or wire the stoppers in place. With water line
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pressure (usually between 80-130 lbs/sq. inch) you can
see if any joints leak by the drops of water that will come
off.

Mark any leaky joints and disconnect and drain the
array. Reheat the marked joints, again at the back of the
tee. It is important to fix all three joints at each marked
tee because reheating may open one up. Apply solder to
the joints. Because the water may not all drain from the
array, it may take a while to get the tees hot enough to
solder. If so, increase the heat of the flame and heat a
larger area all around the tee. When all joints are done,
pressure test again. The array must hold water at line
pressure.

The final step in the assembly of the array is to paint
it black but first it must be cleaned and all the old flux
removed. Steel wool the whole collector surface that will
face the glass, fin and tube, until it shines. Then apply a
solution of baking soda and water, especially scrubbing
the joint areas with a brush. Hose off the array and let it
dry.

Paint the upper surface of the array with a good qual-
ity flat black paint that is heat resistant fo at least between
two hundred and four hundred degrees fahrenheit. The
lower surface of the array facing the insulation need not
be painted. A couple of thin coats is far better than one
thick one.

D. Putting It All Together

After the paint has dried completely, carefully place it on
the collector box. It won't fit in because of the two ex-
truding tubes that connect it with the outside of the box.
Support the array on the box top with 2 X 4s and center
it to its position in the box. Mark the centers of the ex-
truding pipes on the outside of the box frame and remove
the array. Measure down into the box from the top to the
collector supports where the collector will rest and mark
these on the outside of the box frame. Drill a seven-
eighths inch hole so the bottom of the hole is aligned with
the support mark and centered to the array tube. See
bottom of figure 4G-2.

Carefully try to fit the array through the holes and
into the box. It may not go. If it does not, saw a slot from
the top of the box down to one of the holes and save the
piece, Place the array into the box and secure it down
onto the supports at the head and foot of the collector
box with wire screwed down around the half inch side of
each tee. An altemative is to nail in U-shaped staples
over the same areas. Be careful not to scratch the paint
or hit the plaies or tubing,

With the piece you cut out, make a small insert that
takes up the gap of the saw blade and insert it into the
gap along with the old piece. Use lots of water proof glue




Appendix 4G—Concluded

and, when it dries, reform the top edge of the box for the
glazing. Seal the inside crack edges and then seal around
both pipe extrusions from the inside and outside.

The next step is critical and reqguires a few good hot
days with lots of sunshine. The collector must be baked
in the sun to dry out any moisture in the box and to cure
the paint. If the moisture is not removed from the box,
condensation will occur on the glass and efficiency will
suffer. Also, paint releases fumes when it dries and they
may collect on the glass too.

Take the collector outside in a space where it can get
sun all day. Lay the glass into its place and let it sit until
the afternoon. Remove the glass, clean off any conden-
sation and take the collector back inside for the night. Do
the same the foliowing day but in the afternoon, remove
and clean the glass with solvent and window cleaner.
Staying in the sun, spread caulk around the edging of the
box and place the glass onto its space. Caulk around the
edges of the glass as well as over it and screw down three-
eighths inch by one inch edging wood over the glass and
box.

Put the collector on sawhorses or nrop it up some-
where and paint all exposed wood areas with a good
quality marine vamnish. At least two coals are necessary
but three or four would be best.
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WASTE

Wastes as resources

The methane digester:
why, how it works, its products
and what t¢ do with them

Grey water sysiems
The Clivas Multram: what and how
Outhouses and septic tanks
Oxidation ponds: why, when, and how

Deciding which method is best for you
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WASTE-HANDLING SYSTEMS

Introduction

ur sewage and solid waste problems are a good

reminder that it’s usually easier in the long run

+0 avoid problems than te correct them. Yet “out
of sight, out of mind” simply does not work when we are
‘talking abcut the day-to-day production of wastes. In con-
trolled municipal settings, the disposal problem is an ever-
growing headache, and with ever increasing energy costs
‘it is becoming a very expensive problem. In more ru-
ral environments, inadequate or inappropriate waste-
“handling techniques often have led to poisoned water and
grave sicknesses. In either place, we cannot escape our
wastes,
o We are talking, as you may gather, about more than
z+ litter and junk, which are avoidable through conservative
use and recycling. We are talking about animal manures,
food scraps, harvest dross, about the water that is lost
each time we flush the toilet and the human excreta that
go with it. No matter how conscientiousiy conservative we
are, there stifi will be wastewater and solid wastes to dis-
pose of. To say the least, it is a historical problem.

No amount of adjustment can make an inappropriate
system work well, particularly when a large number of
options have been developed. There are many ways of
handling the disposal of human and animal wastes. What
we would like to show you is how to deal with your wastes
in a manner which can allow you to gain some positive
benefit from them—to tum your wastes into resources.
We have taken the approach here cf providing basic in-
formation in a context and format which will alow you to
make responsible, intelligent choices for yourself. We
have gathered together information and data in a manner

designed to allow computations, for example, on any pos-
sible combination of circumstances in the case of a meth-
ane digester. We consider the type of raw material avail-
able o the digester, appropriate nutrient balance, and
expected gas production. In addition to the methane
digester, such waste-handling techniques as greywater
systemns, waterless toilets (Clivus Multrum), outhouses,
septic tanks, and oxidation ponds are considered. Com-
posting, another excellent technique, is dealt with in
Chapter 7.

Obviously, you cannot develop your own waste-
handling facilities without paying a price. The cost is a
combination of dollars and physical and mental effort,
and there are certainly going tc be trade-offs between
them. You may not have had any previous experience
with methane digesters, pumps, and oxidation ponds, and
it may not be among the easiest of your experiences—
but you can do it! Once you master the concepts, the
calculations are simple and relatively straightforward.

Methane Digesters

Methane digestion has been used by sanitary engineers
in the treatrent of domestic sewage sludge and organic
wastes for decades, but as a process found in nature, itis
far older than man. Recently, its usefulness for waste re-
duction has received new attention among farmers here
and abroad. Human excreta, animal manures, garbage,
and even refuse—all previously thought of as undesir-
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able, troublesome “wastes” of raw materials—can be
digested under suitable conditions, resulting in the pro-
duction of valuable bio-gas and fertilizer. So magic sur-
vives in the twentieth century: complete the cycle, close
the loop, and “wastes” are transformed into new raw
materials.

Why a Digester?

What is a methane digester anyway? A methane digester
is nothing more than a container which helds our organic
wastes in a manner which allows natural bacterial deg-
radation of the organic matter to occur in the absence of
oxygen. By causing this anaerobic {oxygen-free) process
- to occur in a container, we can ccntrol the conditions
inside and outside the container to promote the efficiency
of the process and capture the bic-gas product. The fact
is that the methane digestion process will cccur quite nat-
urally without our interference—all we do is try to improve
the process somewhat. What else can a digester do for us
besides provide some bio-gas? First, it rids us of our or-
ganic wastes—horse manure, human excreta, vegetable
wastes, and so forth; and second, it converts these wastes
into resources. These resources are (in addition to the
bio-gas) sludge and effluent, both excellent fertilizing
materials.

But bio-gas and sludge are only resources if you both
need and are in a position to utilize them. What this means
is that digesters basically are only suitable for a rural or
semi-rural setting. If this is your situation and you are
interested in building a digester, you will want to consider
the costs and the potential returns before embarking on
a digester trip.

Bio-gas consists of methane mixed with carbon diox-
ide, approximately two parts methane to one part carbon
dioxide by volume, and with very small additional
amounts of oxygen, nitrogen, hydrogen, carbon mon-
oxide, and hydrogen sulfide. Any appliance that runs on
natural gas, which is primarily methane, runs well on bio-
gas pressurized in the proper range [2 to 8 inches of water
or 0.07 to 0.3 pounds per square inch (psi)], including
" gas stoves, refrigerators, hof-water heaters, lamps, incu-
bators, and space heaters. Butane and propane appli-
ances also have been run on bio-gas, and it can be used
to operate steam and internal-combustion engines, both
of which can operate electrical generators. In Mother
Earth News, Keith Gilbert reports: “There are currently
available from Japan several models of steam engines
which can be used for any numnber of things on the farm
or in a small factory. They are quite inexpensive (the start-
ing cost is about $200 for a small onz), and will operate
awide variety of equipment including such things as: elec-
tric generators, hammer mills, shredders, pumps, power
saws for producing lumber, compressors, irrigation pumps,
combines for threshing grain and beans, and other power
machinery. One Japanese steam plant | observed was
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being used to operate a small saw mill and it did an: ef-
fective job. It was a wood bumer and cost only $1(0.
Contact the Japanese Trade Legation for further infor-
mation.”

A small-scale digester will produce relatively small
amounts of energy. We must maintain a perspective when
we plan how to make use of the methane produced. As
a point of reference, per capita consumption of natural
gas in the United States is about 350 cubic feet per day.
This represents about 30 percent of the total consumption
of energy in this country for all purposes. It is clearly un-
reasonable, at normal consumption levels, to expect to
drive a car or to take care of space heating with the output
of a small digester, as you can see from the rates at which
various appliances use methane (Table 5.1).

If we want to use a methane digester to provide all or
some of our gas-related energy needs, we need to know
what our present consumption is or is likely to be in the
near future. An average family of five, using natural gas
for cooking, heating water, drying clothes, and space heat-
ing, will consume on the order of 8000 to 10,000 cubic
feet per month during the winter in California {mild win-
ters). If space and water heating are handled by solar
energy or by a wood-burning stove, and clothes are dried

Table 5.1 Rates of Use of Metha:e*

Use Rate (ft")

Lighting, Methane 2.5 per mantle per hour

Cooking, Methane 8-16 per hour per 2- to 4-inch

burner
12-15 per person per day

incubator, Methane 0.5-0.7 per hour per cubic foot

of incubator

Gas Refriy, rator, Methane 1.2 per hour per cubic foot of

refrigerator
Gascline Engine (25 percent
efficiency)
Methane 11 per brake horsepower per hour
Bic-Gas 16 per brake horsepower pzr hour

As Gacoline Alternative
Methane 135-160 per gallon
Bio-Gas 180-250 per gallon
As Diesel Oil Alternative '
Meihane 150-188 per gallon

Bio-Gas 200~-278 per gallon

Notes: a. Adapted from Methane Digester for Fuel Gas and Fertilizer, by Memill and Fry.



in the sun, the winter monthly consumption can be cut
to about 2000 to 4000 cubic feet, easily within the range
of a digester of moderate size.

If you presently use natural gas, you can estimate
your requirements by looking at your utility bills for the
last year (if you can't locate your bills, the utility company
will usually provide you with copies). Then you can es-
timate cubic feet of natural gas used per month over an
annual cycle, as well as the maximum monthly use (usu-
ally during winter}. Once you have this estimate and when
you are able to calculate the quantity of methane available
from your waste materials, you can evaluate the level of
self-sufficiency you can achieve. Even if you are able only
to satisfy half of your estimated needs, you may still con-
sider it worth your while to build a digester as a waste-
handling unit and energy supplement.

Natual gas in the United States now costs on the
order of 3 to 5 cents per 10 cubic feet {in 1980). i we
compare raw gas from: a methane digester to natural gas,
we find that natural gas has about 1000 Btu/ft* while bio-
gas has about 600 Btu/ft3; thus, it takes roughly one-third
more bio-gas to give the same heat value as natural gas.
If we consider a small digester producing on the order of
- 50 cubic feet of bio-gas per day (two-thirds methane), we
save about $33 to $55 per year at current prices. It be-
- comes obvious that smail-scale digesters are not built pri-
marily for savings on gas alone. If we consider other as-
pects of digesters—the value of the sludge and supematant
as fertilizer—our benefits are somewhat more apparent.
~If you are located in a remaite area, the value of the gas
as well as the fertilizer would be significantly increased
because of transportation costs or the absence of a steady
<1as supply.

In quantity, commercial dried-sludge fertilizer costs
clese to $2 per 100 pounds. This is equivalent to about
104! gallons of wet sludge effluent from a digester, since
" agailon weighs about 10 pounds and the effluent is almost
10 porcent solids. Besides this modest return, you then
have ‘he added comfort of knowing that sludge om
metha: e digesters operating on concentrated slurries is
known o have a superior fertilizer value compared to
sludges :rom municipal sewage-treatment plants (which
operate ¢n a very dilute input). Another factor you may
consider iz that, for many locations, the cost and labor
involved in installing a septic tank and leaching field are
avoided.

It is veny difficult to estirate the cost of building a
digester, as ex7enses vary with the ingenuity of the build-
er, the good foitune of finding used or surplus equipment,
and the amoun’ of labor hired out. Rarn Bux Singh sug-
gests a design { w a digester capable of producing 100
cubic feet of gas jer day, and calculat2s that it would cost
$400 to build, as the construction is iargely of concrete
and masonry {in 971} William Olkowski built a 300-
gallon digester for $ 150, cut of surplus tanks, valves, and
hoses. John Fry wa: able to produce about 8000 cubic

feet of methane per day with a digester initially costing
$10,000. With gas at a value of 10 cents per 100 cubic
feet, the value of Fry’s daily gas production is about $8,
giving an annual value of $2920. At this rate, he was able
to pay for the cost of his digester within three years, giving
him “free” gas from then on,

Even though our main concern in this book is not
economics, the costs and returns of each potential energy
source cannot be ignored and, in fact, must be weighed
very carefully before you embark on a given project. If
you are thinking seriously about designing a methane
digester for a small-scale application, you must ask your-
self one basic question: is a small-scale digester practical?
Will the methane digester provide you with enough gas
and fertilizer to make it worth your time and money to
build and maintain it? The answer to this question de-
pends upon your available wastes and money and your
willingness to alter your lifestyle to make the time to main-
tain the digester properly. The larger the scale of its op-
eration, the more practical and feasible a methane diges-
ter becomes. Thus, what might not be practical for a single
family may well be practical for a large farm or a small
group of families. The ideal, of course, is an integrated
energy-rescurce system. Figure 5.1 depicts such a system,
where the methane digester constitutes a focal point for
the other energy sources as a waste-to-resource converter.

The present state-of-the-art in methane digesters for
small-scale operations is limited to homebuilt and owner-
operated units. There are no commercially available units
at the present time—you will have to design and build
your own methane digester if you want one. Your decision
to build or not build a digester rests with an evaluation of
your basic needs—waste-disposal and energy needs, fer-
tilizer requirements, and any other appropriate consid-
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Figure 5.1 Anintegrated energy and resource system utilizing a diges-
ter.
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erations related to your particular situation. We can'’t give
you a ready-made guide for evaluating your needs and
requirements—you must do that. What we can say, how-
ever, is that if you do not own one or two horses or cows,
or several hundred chickens, a methane digester is not
going to be worth your investment. Beyond this lower
limit, you must do some careful estimating. The design
considerations in this chapter should help you out and
there are several excellent publications on the construc-
ticn and operation of small digesters for home or farm
use. One of the most recent, Methane Digesters for Fuel
Gas and Fertilizer, was produced in 1973 by the members
of the New Alchemy Institute (NAE). The NAI work is
based in part on an earlier, extremely helpful publication,
3io-Gas Plant {1971), produced under the direction of
the Indian investigator Ram Bux Singh. A third very prac-
tical resource is Practical Building of Methane Power
Plants, by L. John Fry. All three publications are strongly
recommended source material for anyone interested in
evaluating, building, and operating a digester.

The Digestion Process

Methane digestion is an anaerobic process; it occurs in
the absence of oxygen. In anaerobic digestion, organic
waste is mixed with large populations of microorganisms
under conditions where air is excluded. Under these con-
ditions, bacteria grow which are capable of converting the
organic waste to carbon dioxide {CO,) and methane gas
(CH,). The anaerobic conversion to methane gas vields
relatively little energy to the microorganisms themselves.
Thus, their rate of growth is slow and only a small portion
of the degradable waste is converted to new microorga-
nisms; rnost is converted to methane gas (for animal ma-
nures, about 50 percent is converted to methane). Since
this gas is insoluble, it escapes from the digester fluid and
can then be collected and burned to carbon dioxide and
water for heat. It turns out that as much as 80 to 90 percent
of the degradable organic portion of a waste can be sta-
bilized in this manner, even in highly loaded systemns,

Anaerobic treatment of complex organic materials is
normally considered to be a two-stage process, as indi-
cated in Figure 5.2. In the first stage, there is no methane
production. Instead the complex organics are changed in
form by a group of bacteria commonly called the “acid
formers.” Such complex materials as fats, proteins, and
carbohydrates are biclogically converted to more simple
organic materials—for the most part, organic fatty acids.
Acid-forming bacteria bring about these initial transfor-
mations to obtain small amounts of energy for growth and
reproducticn. This first phase is required to transform the
organic matier to a form suitable for the second stage of
the process.

It is in the second stage of anaerobic digestion that
methane is produced. During this phase, the organic acids
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Figure 5.2 The two stages of anaerobic methane digestion.

are converted by a special group of bacteria called the
“methane formers” into gaseous carbon dioxide and
methane. The methane-forming bacteria are strictly an-
aercbic and even small amounts of oxygen are harmful
to them. There are several different types of these bac-
teria, and each type is characterized by its ability to con-
vert a relatively limited number of organic compounds
into methane. Consequently, for complete digestion of
the complex organic materials, several different types are
needed. The most important variety, which makes its liv-
ing on acetic and propionic acids, grows quite slowly and
hence must be retained in the digester for four days or
longer; its slow rate of growth (and low rate of acid utili-
zation) normally represents one of the limiting steps
around which the anaerobic process must be designed.

The methane-forming bacteria have proven fo be
very difficult to isolate and study, and relatively little is
known of their basic biochemistry. The conversion of or-
ganic matter into methane no doubt proceeds through a
long sequence of complex biochemical steps. These com-
plexities, however, need not concern us here; we can rep-
resent the overall process schematically (Figure 5.3) and
derive the level of understanding necessary for our pur-
poses. The two major volatile acids formed during the
anaerobic freatment, as we implied a moment ago, are
acetic acid and propionic acid. The importance of these
two acids is indicated in Figure 5.4, which shows the path-
ways by which mixed complex organic materials are con-
verted to methane gas.

Digester Design Process

There are two basic designs for the anaerobic process.
One is the “conventional” process most widely used for

. the digestion of such concentrated wastes as animal ma-

nures and primary and secondary sludges at municipal
treatment plants. The other process is one designed to
handle more dilute wastes and has been termed the “an-
aerobic contact” process. These two process designs are
depicted schematically in Figure 5.5. We will concentrate
our discussion on the conventional process since most of
our waste materials will come in concentrated form.

The conventional anaerobic treatment setup consists
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of a digestion tank containing waste and the bacteria re-
sponsible for the anaerobic process. Raw waste is intro-

.. duced either periodically or continuously and is preferably

" mixed with the digester contents. The freated waste and
microorganisms are usually removed together as treated
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Figure 5.5 The two basic methane digester designs.

sludge. Sometimes this mixture is introduced into a sec-
ond tank where the suspended material is allowed to settle
and concentrate before the sludge is removed.:

There are many variations on a theme possible for
methane digesters. A digester can be fed either on a batch
basis (the simplest) or on a continuous basis, depending
upon the trade-offs between initial cost, sophistication of
design, and the cost of maintenance and operation. Any
decision as to feed type also will depend on the projected
scale of the operation. Another factor that you will need
to consider is heat for the digester (to optimize the rate of
methane production) and insulation of the digester tank
(to reduce heat loss). These are cost considerations and
will require you to do some estimating on your own spe-
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cific design details once you have arrived at a tank size for
your needs. A design decision which you will need to
make early in the design process is whether you want a
single-stage or a multiple-stage digestion system. This is
really a question of how many tanks you want in series
and is related to the residence time of the materials in the
digestion system—details we will cover. Mixing ot the
digester contents is desirable since this agitation helps to
increase the rate of methane production. The decision to
mix mechanically or to allow natural mixing {much slower)
depends again on a cost/benefit analysis which you must
perfom for yourself. A final consideration has to do with
the manner in which you add your feed and remove your
supernatant effluent (liquid by-product). There are basi-
cally only two possibilities: digesters with fixed covers and
ones with floating covers.

Like any other design process, there are many inter-
related factors involved in the design of a methane diges-
ter. Let us assume for purposes of discussion that we want
to evaluate the design of a methane digester for a small
five-acre farm—say, several cows, horses, and goats, and
maybe fifty chickens. What kind of information must we
have available before we can sit down and make our cal-
culations? The first and most obvious consideration is the
type and quantity of organic waste which can be used as
feed for the digester. There will be a number of wastes—
cow manure, chicken droppings, goat turds, and maybe
the green trimmings from the vegetable garden (in late
summier, early fall}—and we will need to know something
about the composition of the various waste materials to
insure that cur friendly bacteria have a well-balanced diet
(with special attention paid to nutrients such as nitrogen).
Knowing the quantity and quality (composition) of the
waste materials available as feed for the digester, we can
calculate the mixture and size of our actual input into the
digester (slurry feed). Then we can estimate the required
size of the digester tank for specified conditions of tem-
perature and residence time of waste in the tank—the
average time that the waste is in the digester before leaving
as sludge or supernatant liquid.

Once we know the quantity and quality of our organic
wastes and the temperature and residence time of wastes
in the digester tank, we will be in a position to estimate
the armount of gas which will be produced—thus allowing
us to pick a size for the gas collection tank. Your gas tank
should be of sufficient size {several days’ use) to insure
that you will have gas available for occasional high-con-
sumnption use.

Notice that our attitude toward the methane digester
is slightly different from the design procedures involved
with deriving power from wind, water, or sun. We do not
start out with design considerations to develop a methane
digester to cover all your power needs; instead, we con-
centrate on your available resources in the way of waste
products and investigate how much benefit you can derive
from them. This is a reasonable attitude not only because
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here we are concemrmned with waste-handling, but also be-
cause of the economics involved. As we will see later, two
cows and a horse can provide around 10 percent of an
average individual's methane needs; if we then multiplied
by a factor of 10 to accommodate 100 percent of our
needs, we have a small ranch! So, all in all, we attempt to
provide you with data to analyze what you have available
right now; this same data, of course, can be used to cal-
culate a 100 percent self-sufficient household or small
community, if you have the requisite time, money, and
waste already at hand.

Raw Materials

As we mentioned earlier, anaerobic organisms—bacteria
that grow in the complete absence of oxygen—are re-
sponsible for converting the various organic raw materials
into useful methane gas (CH,), with carbon dioxide (CO,)
and water {(H,O) as by-products. Chemical analyses of
anaerobic bacteria show the presence of carbon, oxygen,
hydrogen, nitrogen, phosphorus, potassium, sodium,
magnesium, caicium, and sulfur. This formidable list of
elements, along with a number of organic and inorganic
trace materials usually present in most raw materials used
in methane fermentation, is essential for the growth of
anaerobic bacteria; the hard-working bacteria must have
a well-balanced diet if you expect them to perform at their
best. Here, a well-balanced diet means adequate quan-
fities of such 